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Preface  

 
 

 
Foundations of Computational Intelligence 

Volume 1: Learning and Approximation: Theoretical Foundations and  
Applications  

 

 
Learning methods and approximation algorithms are fundamental tools that deal 
with computationally hard problems and problems in which the input is gradually 
disclosed over time. Both kinds of problems have a large number of applications 
arising from a variety of fields, such as algorithmic game theory, approximation 
classes,  coloring and partitioning, competitive analysis, computational finance, 
cuts and connectivity, inapproximability results,  mechanism design,  network 
design,  packing and covering,  paradigms for design and analysis of approxima-
tion and online algorithms,  randomization techniques,  real-world applications, 
scheduling problems and so on. The past years have witnessed a large number of 
interesting applications using various techniques of Computational Intelligence 
such as rough sets, connectionist learning; fuzzy logic; evolutionary computing; 
artificial immune systems; swarm intelligence; reinforcement learning, intelligent 
multimedia processing etc..  In spite of numerous successful applications of Com-
putational Intelligence in business and industry, it is sometimes difficult to explain 
the performance of these techniques and algorithms from a theoretical perspective.  
Therefore, we encouraged authors to present original ideas dealing with the incor-
poration of different mechanisms of Computational Intelligent dealing with Learn-
ing and Approximation algorithms and underlying processes. 

This edited volume comprises 15 chapters, including an overview chapter, 
which provides an up-to-date and state-of-the art research on the application of 
Computational Intelligence for learning and approximation.  

The book is divided into 4 main parts:   
 
Part-I:  Function Approximation 
Part-II: Connectionist Learning 
Part-III: Knowledge Representation and Acquisition 
Part-IV: Learning and Visualization 
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VI 

Part I entitled Function Approximation contains four chapters that deal with 
several techniques of Computational Intelligence in application to function ap-
proximation and machine learning strategies. 

In Chapter 1, “Machine Learning and Genetic Regulatory Networks: A Review 
and a Roadmap”, Fogelberg and Palade, review the Genetic Regulatory Networks 
(GRNs) field and offer an excellent roadmap for new researchers to the field. 
Authors describe the relevant theoretical and empirical biochemistry and the dif-
ferent types of GRN inference. They also discuss the data that can be used to carry 
out GRN inference. With this background biologically-centered material, the 
chapter surveys previous applications of machine learning techniques and compu-
tational intelligence to the domain of the GRNs. It describes clustering, logical and 
mathematical formalisms, Bayesian approaches and some combinations of those. 
All techniques are shortly explained theoretically, and important examples of 
previous research using each are highlighted.  

Chapter 2, “Automatic Approximation of Expensive Functions with Active 
Learning”, by Gorissen et al. presents a fully automated and integrated global 
surrogate modeling methodology for regression modeling and active learning. The 
work brings together important insights coming from distributed systems, artificial 
intelligence, and modeling and simulation, and shows a variety of applications. 
The merits of this approach are illustrated with several examples and several sur-
rogate model types. 

In Chapter 3, “New Multi-Objective Algorithms for Neural Network Training 
applied to Genomic Classification Data” Costa et.al., present the LASSO multi-
objective algorithm. The algorithm is able to develop solutions of high generaliza-
tion capabilities for regression and classification problems. The method was first 
compared with the original Multi-Objective and Early-Stopping algorithms and it 
achieved better results with high generalization responses and reduced topology. 
To measure the effective number of weights for each algorithm a random selection 
procedure were applied to both Multiobjective algorithm (MOBJ) and Early-
Stopping solutions. Experimental results illustrate the potential of the algorithm to 
train and to select compact models.  

In Chapter 4, “An Evolutionary Approximation for the Coefficients of Decision 
Functions within a Support Vector Machine Learning Strategy”, authored by 
Ruxandra et al. bring support vector machines together with evolutionary compu-
tation, with the aim to offer a simplified solving version for the central optimiza-
tion problem of determining the equation of the hyperplane deriving from support 
vector learning. The evolutionary approach suggested in this chapter resolves the 
complexity of the optimizer, opens the 'black-box' of support vector training and 
breaks the limits of the canonical solving component. 

Part II entitled Connectionist Learning contains Six chapters that describe sev-
eral computational intelligence techniques in Connectionist Learning including 
Meta-Learning, Entropy Guided Transformation, Artificial Development and 
Multi-Agent Architecture. 

In Chapter 5, “Meta-learning and Neurocomputing – A New Perspective for 
Computational Intelligence”, Castiello deals with the analysis of computational 
mechanisms of induction in order to assess the potentiality of meta-learning  
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VII 

methods versus the common base-learning practices. Firstly a formal investigation 
of inductive mechanisms is presented, sketching a distinction between fixed and 
dynamical bias learning. Then a survey is presented with suggestions and exam-
ples, which have been proposed in the literature to increase the efficiency of 
common learning algorithms. To explore the meta-learning possibilities of neural 
network systems, knowledge-based neurocomputing techniques are also  
considered.  

Chapter 6, by Mashinchi et al. “Three-term Fuzzy Back-propagation”, a fuzzy 
proportional factor is added to the fuzzy BP's iteration scheme to enhance the 
convergence speed. The added factor makes the proposed method more dependant 
on the distance of actual outputs and desired ones. Thus in contrast with the con-
ventional fuzzy BP, when the slop of error function is very close to zero, the algo-
rithm does not necessarily return almost the same weights for the next iteration. 
According to the simulation's results, the proposed method is superior to the fuzzy 
BP in terms of performance error. 

Dos Santos and Milidiu in Chapter 7, “Entropy Guided Transformation Learn-
ing”, presents Entropy Guided Transformation Learning (ETL)”, propose a new 
machine learning algorithm for classification tasks. ETL generalizes Transforma-
tion Based Learning (TBL) by automatically solving the TBL bottleneck: the 
construction of good template sets. ETL uses the information gain in order to 
select the feature combinations that provide good template sets. Authors describe 
the application of ETL to two language independent Text Mining pre-processing 
tasks: part-of-speech tagging and phrase chunking.  

Artificial Development is a field of Evolutionary Computation inspired by the 
developmental processes and cellular growth seen in nature. Multiple models of 
artificial development have been proposed in the past, which can be broadly di-
vided into those based on biochemical processes and those based on a high level 
grammar. Chapter 8, “Artificial Development”, by Chavoya covers the main re-
search areas pertaining to artificial development with an emphasis toward the 
systems based on artificial regulatory networks. To this end, a short introduction 
to biological gene regulatory networks and their relationship with development is 
first presented. The sections on the various artificial development models are 
followed by a section on the canonical problem in artificial and natural develop-
ment known as the French flag problem.  

In Chapter 9, “Robust Training of Artificial Feed-forward Neural Networks” by 
Moumen et. al.  present several methods to enhance the robustness of neural net-
work training algorithms.  First,   employing a family of robust statistics estima-
tors, commonly known as M-estimators, the back-propagation algorithm is re-
viewed and evaluated for the task of function approximation and dynamical model 
identification. As these M-estimators sometimes do not have sufficient insensitiv-
ity to data outliers, the chapter next resorts to the statistically more robust estima-
tor of the least median of squares, and develops a stochastic algorithm to minimize 
a related cost function. 

Chapter 10, “Workload Assignment In Production Networks By Multi-Agent 
Architecture”, authored by Renna and Argoneto deals with low level production 
planning with the of allocating the orders to the distributed plant. The orders  
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assigned by the medium level have to be allocated to the plant to manufacture the 
products. Coordination among the plants is a crucial activity to pursue high level 
performance. In this context, three approaches for coordinating production plan-
ning activities within production networks are proposed. Moreover, the proposed 
approaches are modeled and designed by a Multi Agent negotiation model. In 
order to test the functionality of the proposed agent based distributed architecture 
for distributed production planning; a proper simulation environment has been 
developed.  

Knowledge Representation and Acquisition is the Third Part of this Volume. It 
contains two chapters discussing some computational approaches in knowledge 
representation. 

Chapter 11, “Extensions to Knowledge Acquisition and Effect of Multimodal 
Representation in Unsupervised Learning” by Daswin et al. present the advances 
made in the unsupervised learning paradigm (self organizing methods) and its 
potential in realizing artificial cognitive machines. The initial Sections delineate 
intricacies of the process of learning in humans with an articulate discussion of the 
function of thought and the function of memory. The self organizing method and 
the biological rationalizations that led to its development are explored in the sec-
ond section. Further, the focus is shifted to the effect of structure restrictions on 
unsupervised learning and the enhancements resulting from a structure adapting 
learning algorithm. New means of knowledge acquisition through adaptive unsu-
pervised learning algorithm and the contribution of multimodal representation of 
inputs to unsupervised learning are also illustrated.  

In Chapter 12, “A New Implementation for Neural Networks in Fourier-Space” 
by El-Bakry and Hamada, presents fast neural networks for pattern detection. 
Such processors are designed based on cross correlation in the frequency domain 
between the input image and the input weights of neural networks. This approach 
is developed to reduce the computational steps required by these fast neural net-
works during the search process. The principle of divide and conquer strategy is 
applied through image decomposition. Each image is divided into small in size 
sub-images and then each one is tested separately by using a single fast neural 
processor. Furthermore, faster pattern detection is obtained by using parallel proc-
essing techniques to test the resulting sub-images at the same time using the same 
number of fast neural networks.  

The Final Part of the book deals with the Learning and Visualization. It con-
tains three chapters, which discusses the dissimilarity analysis, dynamic Self-
Organizing Maps and Hybrid Learning approach. 

In Chapter 13, “Dissimilarity Analysis and Application to Visual Compari-
sons”, by    Aupetit et al.    discuss the embedding of a set of data into a vector 
space when an unconditional pairwise dissimilarity w between data. The vector 
space is endowed with a suitable pseudo-Euclidean structure and the data embed-
ding is built by extending the classical kernel principal component analysis. This 
embedding is unique, up to an isomorphism, and injective if and only if w sepa-
rates the data. This construction takes advantage of axis corresponding to negative 
Eigen values to develop pseudo-Euclidean scatter plot matrix representations. This 
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new visual tool is applied to compare various dissimilarities between hidden 
Markov models built from person’s faces. 

Chapter 14, “Dynamic Self-Organising Maps: Theory, Methods and Applica-
tions” authored by Arthur et al.   provide a comprehensive description and theory 
of Growing Self-Organising Maps (GSOM), which also includes recent theoretical 
developments. Methods of clustering and identifying clusters using GSOM are 
also introduced here together with their related applications and results. In addi-
tion, an encompassing domain for GSOM, applications that have been explored in 
this book chapter range from bioinformatics to sensor networks to manufacturing 
processes.  

In Chapter 15, “Hybrid Learning Enhancement of RBF Network with Particle 
Swarm Optimization”, by Noman et.al.  propose RBF Network hybrid learning 
with Particle Swarm Optimization (PSO) for better convergence, error rates and 
classification results. RBF Network hybrid learning involves two phases. The first 
phase is a structure identification, in which unsupervised learning is exploited to 
determine the RBF centers and widths. This is done by executing different algo-
rithms such as k-mean clustering and standard derivation respectively. The second 
phase is parameters estimation, in which supervised learning is implemented to 
establish the connections weights between the hidden layer and the output layer. 
This is done by performing different algorithms such as Least Mean Squares 
(LMS) and gradient based methods. The incorporation of PSO in RBF Network 
hybrid learning is accomplished by optimizing the centers, the widths and the 
weights of RBF Network.  

We are very much grateful to the authors of this volume and to the reviewers 
for their great effort by reviewing and providing useful feedback to the authors. 
The editors would like to express thanks to Dr. Thomas Ditzinger (Springer Engi-
neering Inhouse Editor, Studies in Computational Intelligence Series), Professor 
Janusz Kacprzyk (Editor-in-Chief, Springer Studies in Computational Intelligence 
Series) and Ms. Heather King (Editorial Assistant, Springer Verlag, Heidelberg) 
for the editorial assistance and excellent collaboration to produce this important 
scientific work. We hope that the reader will share our joy and will find the  
volume useful 

 
December 2008     Aboul Ella Hassanien, Egypt  
       Ajith Abraham, Trondheim, Norway 

Athanasios V. Vasilakos, Greece 
Witold Pedrycz, Canada 
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