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Abstract. The main goal of dialog management is to provide all information 
needed to perform e. g. a SQL-query, a navigation task, etc. Two principal 
approaches for dialog management systems exist: system directed ones and 
mixed-initiative ones. In this paper, we combine both approaches mentioned 
above in a novel way, and address the problem of natural intuitive dialog 
management. The objective of our approach is to provide a natural dialog flow. 
The whole dialog is therefore represented in a finite state machine: the 
information gathered during the dialog is represented in the states of the finite 
state machine; the transitions within the state machine denote the dialog steps 
into which the dialog is separated. The information is obtained from each 
natural spoken sentence by hierarchical decoding into tags, e. g. the name-tag 
and the address-tag. These information tags are gathered during the dialog; 
either by human initiative or by distinct questioning by the dialog manager. The 
models use information from the semantic information tags, the dialog history, 
and the training corpus. From all these integrated parts we achieve the best path 
to the end of the dialog by Viterbi decoding through the transition network after 
each information step. From the Air Travel Information System (ATIS) 
database, we extract all 21650 naturally spoken questions and the SQL-queries 
as answers for the trainings phase. The experiments have been realized on 200 
automatically generated dialog sentences. The system obtains the semantic 
information in all test-sentences and leads the dialogs successfully to the end. In 
66.5% of the sample dialogs we achieve the minimum of the required dialog 
steps. Hence, 33.5% of the dialogs have over-length. 

Keywords: dialog management, learning, knowledge management, intelligent 
systems. 

1   Introduction  

For a spoken dialog system one can distinguish between five task areas. Depending 
on the system these areas are more or less developed and often their transitions are 
fluent [6]. The speech recognizer recognizes spoken phonemes and returns a sequence 
of words according to a lexicon. The sentence analysis (parsing) assigns a meaning to 
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this sequence and translates the ordered relevant information into system language 
[8]. The dialog management determines the dialog strategy and thus, how the system 
responds to the user's input. During the communication with external sources, the 
information is written to or read from databases. The generation answer is virtually 
the opposite of the sentence analysis and translates words from the system language 
into a sequence of words that the user understands. The audio front-end is formed by 
a text-to-speech system. A sequence of written words is converted into a spoken text 
by a speech synthesis. All components are depicted in Fig. 1. 
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Fig. 1. Components of a speech dialog system: semantic slots and the dialog history estimates a 
dialog policy and ask the user over a text-to-speech system 

The dialog management differs from all other components in Fig. 1. That is, why 
standard learning techniques are not suitable. A dialog management system requires a 
decision on the dialog step and which system answer should be generated in the next 
step.  

Two principal approaches for dialog management systems exist: rule-based ones 
and adaptive probabilistic ones. With trindikit [4] exists a toolkit for rapid 
development of update rules, information states and dialog transitions. Beside the 
rule-based systems there are adaptive probabilistic approaches in the dialog 
procedure, published in [5, 7]. In contrast to the Partial Observable Markov Decision 
Process (POMDP) [11] we do not calculate the policy in every dialog step. Thereby 
we reduce the runtime-complexity.  

In this paper, we use the following components for decision-making: inputs from 
the user at

SR run through a parsing system and deliver semantic slots at
SU to the belief 

estimator [8]. As the next belief state b(t+1) is dependent on the current belief state 
b(t), the dialog history D(sm) is augmented by the current belief state b(t). 
Simultaneously, the user is achieved of an action at

m  by the text-to-speech system. 
This procedure is repeated until the user reaches the dialog goal or the dialog aborts. 

The paper is organized as follows: after the introduction of dialog techniques and 
their strategies, the novel mixed-initiative dialog approach is presented in the next 
section. A corpus description with concrete use case follows in section 4. After the 
presentation of the experiments and their results, the treatise closes with a summary 
and additional experiments to be added in the future. 
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2   Dialog Strategies 

A dialog strategy follows the target to obtain all semantic information to create a 
SQL1 statement of an estimated user goal. To that end, different methods are de-
scribed below. 
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Fig. 2. The user inputs are controlled and verified in a system-directed dialog system by finite-
state machines. Frame-based dialog systems catch the initiatives from the user [6]. The user is 
allowed to confront the system with any semantic slot in different time steps. 

2.1   System Directed Systems 

Semantic slots are specified by the system in a fixed sequence, realized by a finite-
state machine (see Figure 2). The user has no possibility to form the dialog in run-
time. In VoiceXML, the W3Consortium has created a standard for system-directed 
dialogs [10].  

2.2   Frame Based Systems 

Frame based systems use semantic templates. The system asks the user to fill open 
semantic slots. The strategy for filling can be realized in rule-based or probabilistic 
systems. The user is not constrained to answer directly system directed questions. 
Optionally the user can answer more semantic slots in one utterance. 

2.3   Mixed Initiative Systems   

In this paper, we combine the advantages of both approaches: An agent based system 
allows complex combinations between the user and the system, whereas both user and 
system can initiate the dialog. For passive or inexperienced users or even on problems in 
the dialog fluency, the system can control the dialog to the user goal. Beside the control 
of complex dialog actions, the mixed initiative system can change the dialog topic. 

3   Novel Approaches 

The primary goal of this paper is the estimation and the achievement of a user goal to 
create a SQL statement. To that end, we evolve a semantic frame (frame-based or 

                                                           
1 SQL: Structured Query Language: A database computer language designed for the retrieval 

and management of data in relational database management systems. 
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mixed-initiative), which can be filled through pointed questions to the user. The 
dialog strategy is derived from a Graphical Model. The parameters of the model are 
learned by naturally spoken sentences in the ATIS corpus. 

3.1   Graphical Model 

A Graphical Model combines the theory of probabilities and graphs. Edges model the 
statistical dependencies between the variables (nodes). Fig. 3 shows the graphical 
model of a mixed-initiative dialog system. It is an extension of a discrete HMM, 
which has been realized with the Graphical Model Toolkit (GMTK) [2]. 
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Fig. 3. Dialog strategy design by a stochastic model: The parameters of the states Sm
t from the 

dialog model are created from the previous model states Sm
t-1 and the user utterances aSU

t. The 
future flag F1 controls the matrix of the observation Ot. 

The model contains the observable nodes s0 and sT, which are called as prolog and 
epilog of the graphical model. The chunks s1 till sT-1 are hidden nodes. The 
observations (ot) of the semantic slots aSU

t are linked by an alternating transition with 
the st. The statistical joint probability in Fig. 3 can be factorized with Eq. 1. 

 

(1) 

3.2   Information Slots 

In our novel approach for dialog management, information slots are introduced. They 
are capable of holding the information tags: if one certain information tag is available, 
its corresponding information slot is filled. Each dialog step is either initiated by the 
system or by the human dialog partner. The ending of the user's input also denotes the 
end of one dialog step. The information available for the current dialog task is evaluated 
after each dialog step by checking which additional information slots have been filled  
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Fig. 4. User Goals, defined in binary configuration, are learned from a trainings corpus 

 

Fig. 5. On every time step t the semantic frame will be filled with a slot-value pair. Here the 
user will at first be asked for the destination, according the trained Graphical Model, before the 
time. 

during the preceding dialog step. Each combination of available information tags, and 
hence, each filled information slot, is represented by one state in a finite state machine: 
if N information tags are required, 2N states are defined (see Fig. 4.) 

A transition from one state to another is made between two dialog steps, 
depending on the new information gathered and the missing information tags 
indicated by empty information slots. Missing information can now be asked for by 
the dialog system by a machine initiative (see Fig. 5). The information tags are 
thereby weighted depending on their relevance for the current dialog. The more 
important one certain information tag is for the dialog task, the earlier this 
information is asked for by the system if not provided during the preceding dialog 
steps. The transitions within the state machine can be either learned from a database 
or predefined by the dialog designer. By using a dataset, containing natural, task-
specific example dialogs, as training corpus, the transitions can be adopted or learned 
in order to provide a natural dialog-flow. This depends on the information tags (and 
hence, the current state of the finite state machine) being already available or 
missing. Information tag-combination which can not be found in the training corpus 
can be provided by the above mentioned weighting and absolute discounting. 
Thereby, a probabilistic modeling of the dialog is achieved by using various models 
of dynamic Bayesian networks (DBNs). 

3.3   Trellis Representation 

All possible transitions from a belief state b(t-1) according to b(t) are learned 
iteratively by [1] and represented in a trellis diagram (see Fig. 6).  
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Fig. 6. Trellis representation of the semantic slots and their machine learned state transitions 

The Viterbi algorithm computes the best path through the trellis diagram [9]. To 
that end the belief state b(t) describes the probability of one path at time t, which ends 
in state s(t). The Viterbi algorithm is defined as follows: 

Initialization: 

 

(2) 

Recursion: 

 

(3) 

Termination: 

 
(4) 

The best path is then found by backtracking: 

 
(5) 
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Fig. 7. The dialog progression through the user goals is described by the Viterbi algorithm 

4   Corpus Description 

This speech database is the first in a series of recordings of natural speech, in the Air 
Travel Information System (ATIS) domain. Queries collected for these corpora are 
spoken, without scripts or other constraints to ATIS [3].  

Table 1. Example dialog between human and system derived from the ATIS Corpora 

Speaker Dialogue and Actions 
Human Hello. 
System What can I do for you? 
Human Show me all the nonstop flights from Atlanta to Philadelphia. 
System Lists/List of flights from cities whose city name is Atlanta and to cities whose 

city name is Philadelphia and whose stops is 0. 
Human Yes, I would like some information on the flights on April 22nd, evening. 
System Lists/List flights from cities whose city name is Dallas and to cities whose city 

name is Denver and whose departure time is between 1645 and 1715 and flying 
on flight days whose day name is Sunday. 

System Can’t find any result. 

A human wizard simulating the speech recognizer of the future gives the 
impression of a speech-recognizing computer system. ATIS contains 21650 user 
utterances and 2195 sessions. For each session, a problem was posed to a subject, 
such as “find the cheapest way to fly from Atlanta to Dallas by next Thursday”. The 
subject's queries by SQL to the computer system and the computer system's responses 
were saved as data. 

The average dialog length is about eight question and answer steps. A dialog 
example is shown in Table 1. 
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5   Experiments and Results 

We analyse the length of a dialog with 200 automatically generated and completely 
disjoint test-sentences. The experiments show reliability of our system; all dialogs 
reach the dialog goal with their users goals (stopover). In 66.5% of the tested dialogs, 
we achieve exactly the same user goals as described in the ATIS corpus. Hence, 33.5% 
of the dialogs have over-length. The system achieves more user goals than necessary to 
create a SQL statement to the database. To that end the user is confronted with more 
questions than required by our approach. 

There are on average 6 dialog steps necessary for the achievement of the dialog 
goal. Our system requires about 8 dialog steps before a SQL statement is sent to the 
database.  

6   Conclusion and Future Work 

In this work a novel mixed-initiative dialog management system based on Graphical 
Models has been presented. Information slots are introduced and modeled within the 
Graphical Model to a DBN. Their parameters have been learned from naturally 
spoken sentences in the ATIS task. The Viterbi algorithm computes iteratively the 
best path through the trellis. Our approach achieves all dialog goals in 200 test 
sentences, but 33.5% of the tested dialogs have over-length. 

However, the first results show, that the system works reliable. In future we plan to 
analyse, how the model could recognize errors in the information slots and how to 
correct them. 
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