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Abstract. In this work, we present a complete architecture to implement a dual 
touch function for large sized displays. The architecture includes the hardware 
device and the software algorithm. The system has lower cost and smaller size 
than previous works for large sized display. And the proposed approach elimi-
nates the requirement of special hardware. The system can be plugged to a 
normal display and change the display to equip the dual touch function. At the 
final of this paper, we give an experiment to demonstrate the system and show 
its usability. 
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1   Introduction 

To touch and manipulate data on screens directly without any intermediary device 
provides more convenient and instinctive using experience to the user. There are sev-
eral implements of multi-touch displays, but most current techniques need special 
hardware for the touching ability. For instance, spatially segmented antennas to sense 
the changes in electronic capacity are employed in [1], [2] and projected electronic 
capacities are used in iPhone [3]. Another approach proposed in [4] uses a frustrated 
total internal reflection (FTIR) device to detect the fingers optically. Moreover, cur-
rent implements are either still too experience or too bulky for widespread adoption 
especially to large displays. 

This work proposed a vision-base system to achieve the dual fingertip touching 
ability for large displays. This system eliminates the need of special hardware. It 
only employs two cameras with wide-angle lens and applies image processing tech-
niques to detect the fingertip touched on the display. It can be mounted on a general 
monitor and turn it to a touch screen. It is cheap and thin compared with previous 
works. 

With this system, user can manipulate the screen directly with their one or two fin-
gertips. For examples, a dual touché display can be installed on a museum wall to be a 
versatile screen. The user can drag, zoom or rotate photos on the screen by their fin-
gertips, or play two people interacted games on the screen. 
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2   Approach 

In the main idea, there are two cameras to capture the two scenes above the surface of 
the display. Then, the system applies the detection algorithm to detect whether there is 
any object touched the display. If there is any object touched the display, it will com-
pute the coordinates of the objects on the display. The following are the detail de-
scriptions of hardware and software in this system, respectively. 

2.1   Hardware Device 

The major components are two cameras in the hardware mechanism. The two cameras 
are installed on the two cutting edges of the display and the optical axis of each cam-
era is parallel with the surface of the display. For capturing the full scene above the 
surface of the display, the wide-angle lenses are employed. Besides, there is a set 
infrared rays (IR) LED modules at the side of each camera. The IR LED provides 
light source when the environment is dark. A thin border which can absorb infrared 
rays is appended on the display. The border is to reduce environmental interferences 
and make the system more robust. Fig. 1 shows the illustration of the hardware  
device. 

camera

wide-angle lenses

camera

IR LED modules

 

Fig. 1. Two cameras with wide-angle lenses are on the top-left and top-right corner of the 
display. The IR LED modules are at the side of the camera. The optical axes of cameras and IR 
LED are all parallel to the surface of the display. The display is surrounded by a thin border 
which can absorb the infrared rays. 

2.2   Software Algorithm 

When the two cameras capture a set of scenes, the system receives the left and right 
images from the cameras and applies the algorithm on the images to achieve the touch 
ability of the screen. The algorithm detects whether there is any object touched on the 
display. If so, it calculates the coordinate of the object. The main procedure of the 
algorithm can be separated to four stages and they are image pre-processing, locating  
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Fig. 2. Overall flowchart of the algorithm in the system 

coordinate, object tracking, and restoring background. Fig. 2 shows the procedure of 
the algorithm and following is the detail descriptions for each stage. 

For the camera, it can capture a full size image. However, the lens axis of the cam-
era is parallel with the surface of the display. We can detect whether any object 
touched the display by the intersection between the screen surface and the surround-
ing. The intersected region is small and thin in the full image. This reduces size of 
data needed to process and enhance the performance. The red rectangle in fig. 3 is the 
region used in our system implementation. 
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Fig. 3. The red rectangle is the region is the intersection of screen surface and the surrounding 
and it is applied to our algorithm 

Image Pre-processing. In this stage, a serial image processing procedure is applied 
on the two received scenes. It includes the color transformation, subtracting 
background, image median filter, image bi-level, horizontal image profile converter, 
and equalization. Fig. 4 shows the flowchart and the sample images of each step of 
the image pre-processing. 

The camera sensor can capture color images, but we lose most color information of 
the captured image due to the IR filter. The captured images are looked like the 
source image in Fig. 4. For the reason, the color transformation in image pre-
processing simply translates the received images to gray level images. The gray level 
image is easier and faster to process. Then, we take the current image to subtract the 
background image, and we can get a clear image to identify if there is object touched 
the display. The background image is stored at the system initialization. For reducing 
the noise, which may be produced by camera or environmental interference, a median 
filter is employed. In the next, we project the image to a horizontal image profile 
which counting how many bright pixels in each column of the image. Subsequently, 
we equalize the horizontal image profile to smooth it. The equalization replaces each  
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Fig. 4. The flowchart of the image pre-processing and the corresponding sample images of each 
step 
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element in the horizontal image profile with the average value of near the elements. 
The equalization can be expressed as the following equation. 
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Where iH  is the value of the ith element in original horizontal image profile and iH  

is the value of the ith element in the equalized horizontal image profile, and k  is the 
degree of equalization. The degree of equalization decides the degree of smooth. 

Locating Coordinate. After image pre-processing, the system detects whether there is 
any peak in the two horizontal image profiles. If so, it finds out the horizontal positions 
of the peaks in the two horizontal image profiles. Fig. 5(b) is the procedure of finding 
the peaks and Fig. 5(a) is the sample images of the procedure. At the beginning of the 

procedure, it searches the element iH  with the maximum value in the horizontal image 

profile H  which got from image pre-processing. If iH  is greater than the threshold, 

the i is considered as the horizontal position of the peak in H . If not, the system 
considers there is no peak exists. In other words, it represents there is no object touched 
the display. After the first peak is found, the system eliminates the decreasing region 

from the ith element in H , and the residual horizontal image profile is H ′ . To find 

the second peak, the system applies the similar procedure on H ′  as finding the peak in 

H . It searches the element jH  with maximum value in H ′ , and the j is considered 

as the horizontal position of the second peak if jH  is greater than the threshold. 

Otherwise, there is considered only one peak existed in H . 
After the system gets the horizontal positions of the peaks in two horizontal image 

profiles, it translates the horizontal positions to the angles between the touched object 

and the two cameras. The angles are as the 1θ  and 2θ  in Fig. 6. Due to the distortion 

of the wide lens, we build a lookup table which maps the horizontal position to the 
angle. The mapping looks like Fig. 7. 

With having the 1θ  and 2θ , the coordinate of the object touched the display can 

be calculated by the following equation. 
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In equation (2), the W is the width of the display. If only one object touched the 
display, the x and y in equation (2) is the result coordinate of the object. However, for 
two objects on the display, equation (2) gives two pairs of coordinates. Fig. 8 shows 
the diagram. The correct coordinates of the two objects are among the two pairs of 
coordinates. To solve the problem, this system adopts the object tracking technique to 
eliminate the false coordinate and output the true one. 
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           (a)              (b) 

Fig. 5. (a) The sample images of the procedure of finding peaks. (b) The flowchart of the find-
ing peaks. 

 

Fig. 6. The square point is the location of the object touched the display. The system can calcu-

late the coordinate of the location with the two angles 1θ  and 2θ . 
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Fig. 7. The diagram of the mapping between the horizontal position and the angle. 

 

Fig. 7. The two square points are the true positions of the two objects on the display and the 
circle points are the false positions 

 

Fig. 8. The two square points are the true positions of the two objects on the display and the 
circle points are the false positions 

Object Tracking. The object tracking is used when the system detects there are two 
object touched the display. For tracking the object, we use the previous coordinate of 
the object touched the display to compare with the two possible pairs of coordinates 
which got from previous stage. The scheme of comparison is to select the closer pair 
of coordinates to be the true coordinates that object touched. The closer pair has the 
shorter distance with previous coordinates. 

With this object tracking scheme, there are two distinct situations need to be han-
dled separately. The first case is there is one object touched the display in previous 
detection. In this case, the system calculates the distances between previous coordi-
nate and the two possible pairs of coordinates, and takes the pair of coordinates with 
the shortest distance as the output. Fig. 9(a) shows the diagram of this case. The sec-
ond case is there are two objects touched the display in previous detection. For this 
case, the system calculates the distances between previous pair of coordinates and the 
two possible pairs of coordinates, and select the pair of coordinates has shorter dis-
tance as the output. Fig. 9(b) is the diagram of this case. 
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(a) (b) 

Fig. 9. (a) The circle points and square points are two possible pairs of coordinates, and the 
cross point is previous coordinate. The circle point is closer to the cross point, so the circle 
points are selected as the output. (b) The red and blue lines are the two distances between two 
possible pairs of coordinates and previous pair of coordinates. The length of red line is shorter, 
so the circle points are selected as the output. 

Restoring Background. In the system, the changes of the environment will affect the 
accuracy of the object detection. The changes of the environment may come from the 
changes of light, the moves of the display, camera noises and so on. To overcome 
these interferences, the system measures the changes of the environment and decides 
to whether restores the background scenes in the end of the algorithm. 

The scheme of measurement is to count how many columns have a great change. 
The comparison is based on the background image and current image. A column is 
considered has a great change if there are many pixels changed in this column. If a lot 
of columns are counted to the changed columns, then the system replaces the back-
ground image with current image, and uses the new background to process. 

 

Fig. 10. The user scrolled the pohoto wall by one finger and selected a interested photo 
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Fig. 11. At the top row, the user moved a photo with his one finger. At the second row, he 
moved the two photos simultaneously with his two fingers. The last row is the rotation of the 
photo with his two fingers. 

3   Experimental Results 

Two experimental results with this system are given in this section. The fist one is the 
manipulations of PicLens [5] which is a photo viewer application. In this experiment, 
it shows the ability of single touch. Fig. 10 is serial images of the demonstration. The 
second one is to show the ability of dual touch. The second one demonstrates the 
move, scale and rotation on photos with two fingertips. Fig.11 shows serial images of 
the second demonstration. 

4   Conclusion 

A multi-touch display can bring an instinctive interaction between the user and their 
display. In this paper, we proposed a hardware device and software algorithm to im-
plement a dual touch for large displays. It improves the disadvantages of expensive 
cost and bulk, and eliminates the requirement of special hardware. We have demon-
strated the system with some applications and vilified the usability of the system. 
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