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Abstract. Heuristic evaluation is a common technique for assessing usability, 
but is most often conducted using a team of 3-5 individuals. Our project  
involved a team of 16 stakeholders assessing usability of a mission-critical de-
cision support system for the US military. Data collected from so many evalua-
tors could easily become overwhelming, so we devised a method to first filter 
evaluations based on agreement between evaluators, and then further prioritize 
findings based on their individual Frequency, Impact, and Severity scores. We 
termed our methodology the ‘Integrated Stakeholder Usability Evaluation Proc-
ess,’ and believe it will be useful for other researchers conducting similar  
research involving heuristic evaluations with large groups.   
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1   Introduction 

This research involved evaluation of a recently redesigned user interface for a mis-
sion-critical decision support system for the U.S. military. This system is very com-
plex, and is built to handle large volumes of data and account for constantly changing 
operational conditions.  As such, the user interface for this system must provide im-
mediate situational awareness, visual cues to high-priority events, and decision sup-
port functionality to a wide variety of users, often under conditions of extreme time 
pressure and stress.  Additionally, the user interface must be as intuitive as possible, 
assist in error prevention, and require as little training as possible. In short, the usabil-
ity requirements for this mission-essential system were much more critical than for 
many applications, and a well-designed user interface is a key contributor to meeting 
those usability requirements.  

Usability is a key to making systems easy to learn and easy to use [1]. Usability in-
cludes the consistency and ease with which the user can manipulate and navigate, 
clarity of interaction, ease of reading, arrangement of information, speed, and layout.  
Usability improves the design of user interfaces by evaluating the organization, pres-
entation, and interactivity of the interface [2]. Prior research overwhelmingly suggests 
that usability is associated with many positive outcomes, such as a reduction in the 
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number of errors, enhanced accuracy, a more positive attitude on the part of the user 
toward the target system, and increased usage of the system by the user [3]. 

Cummings and Guerlain [4] describe concerns for cognitive load and time pres-
sures in use of mission-essential and time-critical software, a telemedicine system. 
Usability problems which increase cognitive effort or increase time to complete tasks 
can lead to failures of system effectiveness. As a decision support tool with access to 
large volumes of current information, the system must also function well in Informa-
tion Retrieval (IR) as described by Xie [5], but as she notes, strategies for IR may 
change when there is extreme urgency.  The system being evaluated shared these 
characteristics, driving a change from standard usability testing methodologies. 

This unique environment necessitated going beyond standard usability testing. We 
wanted to utilize a User Interface Evaluation (UIE) tool that would contribute to find-
ing usability problems in our situation, where cognitive load and urgency or opera-
tional tempo are such major issues  Our research method, given below, draws on 
experiences of others with similar usability needs, and led to some significant results 
that we describe. 

The contribution of this study is the repeatable process that we developed to effec-
tively capture feedback from various key stakeholders on the quality of the system we 
studied.  We adapted the heuristic evaluation method and broadened the scope to 
include UI guidelines established by the CCDS development team.  We felt it was the 
best method, and had in fact been found by Cummings and Guerlain to predict usage 
problems even for applications used under time pressure [4]. The process is more 
fully explained in the following sections. 

2   Background 

Developers create applications providing the required information and functionality, 
but developers often don’t know how to present it in the most intuitive (to domain 
experts), usable way. Domain experts who use programs may be frustrated by what is 
in fact a usability problem, but don't realize how easily it could be remedied if  
identified [6].  Human-Computer Interaction (HCI) professionals have developed 
systematic ways to bridge this disconnect and improve application usability.  When 
application usability is improved, substantial benefits result to the domain expert 
users [6].  These come from improved learnability, visibility, user control, error  
prevention and recovery, and speed of task completion (efficiency). 

The problem we set out to solve was: “How can domain experts, HCI profession-
als, and IT personnel collaborate to find usability problems and make an existing 
application more usable by applying collective knowledge that no one person pos-
sesses?”  A second question, given that the evaluation team now consisted of 16  
diverse stakeholders, was:  “How can we accommodate the large amounts of data 
generated, how can we define agreement between reviewers, and how can we rank 
order our findings?”   

Our Integrated Stakeholder Usability Evaluation Process was designed to help  
provide a solution to these questions. 

The system studied will be referred to as the Command and Control Decision Sup-
port (CCDS) System. CCDS is a strategic information system intended to enhance 
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command and control of critical military units, providing national-level government 
leaders and military commanders the capability to monitor the status of critical forces, 
to make and implement decisions, and to be aware of potential threats. 

CCDS command and control capability relies on information made available by 
several reporting systems. CCDS-processed information forms the basis for decision-
making and for implementing decisions about command and control functions.  The 
primary CCDS users are the decision advisors; i.e. the members of the military opera-
tions team providing advice to senior decision makers. They obtain CCDS data and 
information, integrate those with relevant material from other sources, and present the 
resultant knowledge and recommendations to the key decision makers. 

3   Research Method 

We selected the heuristic evaluation method as being most suitable because it can be 
used for existing systems, takes little user time, and is relatively quick and inexpen-
sive.  Tang et al. [7] have also demonstrated that heuristic evaluation is able to point 
to usability problems in a system that required task performance in a timely fashion, 
leading further credence to its use in this situation. 

Jeffries et al. [8] describe heuristic evaluation as having a user interface expert or a 
group of experts with knowledge of good user interface design principles study an 
interface and, based on experience and training, identifying potential areas of diffi-
culty. The evaluators are generally experts in usability, although it is often desirable 
to use individuals who are both usability and domain experts [9]. They study the inter-
face in depth and look for properties that they know, from experience, will lead them 
to problems. The idea is that while no one individual assessor will find all the viola-
tions of the heuristics, several expert evaluators working independently may be very 
effective.  The end result of the evaluation is a list of problems or conflicts with the 
associated heuristics referenced [10].  When all the evaluators have finished their 
evaluation they will aggregate their list of problems [11].  The heuristic evaluation 
method is often selected because it is a cost effective method for an organization that 
does not have the facilities, time, and expertise necessary to do exhaustive usability 
engineering. 

4   Heuristic Evaluation Process 

The Research Team followed a new framework for interface usability evaluation 
which consisted of six steps detailed in Figure 1 below, starting with the selection of 
the usability evaluation method and ending with a set of prioritized improvement 
recommendations. The support tools selected for the usability evaluation were simple 
tools that were used to manage the process and collect data, in effect extracting  
the consensus of the group. This allowed for easy and quick iterative refinement 
throughout the process. We discuss the six steps next.  
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Fig. 1. Heuristic Evaluation Framework 

Phase 1 – Selection of Usability Evaluation Method 
We were asked to concentrate on the usability of the user interface, and the heuristic 
evaluation technique works well for that purpose. This approach also did not infringe 
significantly on end-users’ time commitments. However, it is still a thorough,  
comprehensive process, and it is cost effective and could be completed in a timely 
manner. 

Phase 2 – Evaluation and Modification of the Heuristic Evaluation Tool 
Nielsen’s Ten Usability Heuristics [12], derived by Jakob Nielsen from a factor 
analysis of 249 usability problems, were used as the basis of the study. We also in-
cluded an additional three heuristics identified by Denise Pyrite, Xerox Corporation 
[13], adding 43 evaluation items.  Finally, we also incorporated 37 CCDS-specific 
requirements contained in the Graphical User Interface guide written specifically for 
CCDS (CCDS Java User Interface Standards).  The resulting thirteen heuristics con-
tained a total of 329 individual evaluation items from a combination of these three 
sources. 

Modifications to the heuristics themselves were also made, including changing the 
‘Yes/No’ structure of the questions to a more appropriate 7-point Likert scale to af-
ford the evaluators some flexibility in determining not only whether system had met 
the requirements of a particular heuristic, but also how well the system met that re-
quirement. This also provided the opportunity to do more quantitative analysis of the 
resulting data.   

Phase 3 – Heuristic Evaluation of CCDS 
This phase began by discussing the meaning of the heuristic and how it might apply to 
CCDS, then making a determination of whether or not the heuristic should be adopted 
and whether or not it should be specifically included in the CCDS Java User Interface 
Standards. If the checklist question was deemed applicable, each evaluator entered a 
rating on how well CCDS enforced the checklist question. Another column was added 
for comments by each evaluator that indicated where the system violated the question 
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and also where the system could be improved. The evaluation process was fully  
explained to the evaluation team at the start of the research, with a short reminder 
session provided at each meeting. We also created a comprehensive numbering sys-
tem for items on the user interface menu tree, e.g. 1.1.2, that included all possible 
menu selections. This provided a “common format for documentation” as recom-
mended by Koutsabasis, et al. [14]. 

Because of the mission-critical nature of the software, we wanted as many review-
ers as possible. The team consisted of 16 individuals, although not all were able to 
complete all 13 heuristics. We were able to get 10 reviewers for many heuristics, 
which should be expected to detect 85% of usability problems, as opposed to 60% for 
3 reviewers, according to Nielsen and Landauer [15]. 

The CCDS Usability Evaluation Team evaluated the system primarily in group 
sessions. This allowed us to discuss examples of success or failure, and in some cases 
decide that a heuristic did not apply. If the heuristic was adopted and applied, we 
navigated through the system evaluating how well the system complied. Each evalua-
tor entered his or her rating independently and also added comments to explain the 
rating, especially if the system did not comply with the heuristic.   

The CCDS application was projected for all to view during most of these discus-
sion sessions, and each person also had the CCDS application available at his or her 
desktop. The team also captured other enhancement ideas that were generated during 
the analysis and discussion.  Sixteen individuals completed some portion of the 
evaluation, with six individuals completing all 13 heuristics and the remainder com-
pleting the heuristics to varying degrees. A total of 100 person-heuristics were  
ultimately completed, or an average of 7.7 evaluations per heuristic.  

The process we followed is shown in diagrammatic form in Figure 2. 

Phase 4 – Data Reduction and Preliminary Analysis 
After the evaluations were completed, the data were migrated from the Excel spread-
sheets into a Microsoft Access database for query-based analysis and ease of report 
generation. Forty-six of the original 329 checklist items were rejected during the 
evaluation sessions as not being applicable to CCDS, so a final set of 283 items were 
analyzed. Preliminary evaluations for inconsistencies (standard deviations) were first 
conducted, and then items were first prioritized based on the mean scores. This re-
search produced 2,612 data points (individual heuristic question items rated) and 944 
separate comments from the evaluators.   

Average heuristic ratings and standard deviations for each of the 283 items were 
calculated and various reports were generated for analysis.  Some of the reports  
utilized were:    

Adopted Heuristics – Complete listing of the heuristics adopted by the research 
team, sorted by category and item number taken from the original Xerox tool. Addi-
tional CCDS User Interface Guidelines were added in under the appropriate heuristic 
category, on the same line as the Xerox heuristic if it coincided, and on a new line if it 
did not map to a Xerox heuristic. 

Average Ratings by Heuristic – The Adopted Heuristics report, with the addition of 
average CCDS ratings as assigned by the research team 
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Fig. 2. Steps in the Integrated Stakeholder Usability Evaluation Process (ISUEP) 

 

Low Ratings, High Agreement – A subset of the Average Ratings by Heuristic re-
port, filtered to show only those items that received an average score of less than five 
on the seven point rating scale with sufficiently low standard deviation as to indicate 
agreement between the raters. 

Disagreement Between Raters – A listing of adopted design heuristics, regardless of 
average rating, where the standard deviation between the ratings was greater than two.  
This report was used as a review and revision tool by the research team to identify 
areas where there might be differences in interpretation or experience with the CCDS 
system. 
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Phase 5 – Development of General and Specific Findings  
Using the “Low Ratings, High Agreement” report as a starting point, the team identi-
fied 70 items that warranted further examination.  These were, in general, items that 
scored an average score of ‘5’ or less on the 7-point Likert rating scale.  

A more quantitative analysis was then undertaken to help identify priority items 
within the group of 70.  Each of these items was scored based on how often it oc-
curred (Frequency), how many users were affected (Impact), and the difficulty of 
recovering from or overcoming the problem (Severity) as described by Nielsen [16].  
This discussion compensated for the tendency to produce false positives by HE noted 
by Hornbaek and Frokjaer [17] by dismissing deviations which had only minimal 
impact.  Relative rankings of the 70 items of interest were developed based on these 
scores (with a double weighting of the Severity factor), and a prioritized list of poten-
tial action items began to take shape.  The team was reduced at this point to the three 
key researchers and the development team representative; we felt this was necessary 
to allow the group to better focus on the rankings without facing debate among 16 
separate evaluators.    

Recommendations for corrections and improvements were then developed, often us-
ing the original heuristic as a style guide, as well as incorporating CCDS-specific lan-
guage and ideas.  The team also reexamined those heuristics which were just "below 
the line" for initial consideration, either by average score or by standard deviation. 

Phase 6 – Prioritization and Generation of Recommendations 
Based on the process described above, the evaluation team identified a prioritized list 
of twenty-one recommendations to present to the CCDS managers and development 
team.  That resulted in the generation of a summary report: 

Final Usability Improvement Recommendations – A “Top-21” list of recommen-
dations presented in order of importance based on of the highest average perception of 
positive impact to CCDS system usability. 

5   Results 

This research produced 2,612 data points or individual heuristic ratings and 944 
comments.  Ranking the least followed heuristics by percentage of items in the Top 
70 by Heuristic Category, we found the most problematic heuristic was Consistency 
and Standards, followed by Flexibility, Error Prevention, Flexibility, and Error  
Recognition and Recovery. 

We observed a number of surprising benefits in our project that can be expected in 
any heuristic evaluation.  Usability professionals initially constitute novice users, and 
so can be useful in finding misleading parts of the UI.  Landauer [18] points out that 
testing with novices is important to good user centered design, and in fact we con-
firmed this by several catches of usability problems by novices that had escaped ex-
perienced users. For example, new users noticed that the function of icons was not 
clear to new users, and they needed to indicate their function more intuitively and 
make them more distinct.  Some boxes which were shaded as if not selectable were in 
fact selectable – new users were good at noticing this sort of usability problem. 
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We also observed that our sessions led to general comments and ideas which were 
captured with a list of Extra Comments not tied to specific heuristics details. Evalua-
tion sessions often led to serendipitously finding functional errors in the new revisions 
of the software as well, leading to generation of software deficiency reports. For ex-
ample, when all fields were left blank on a report design form, the database crashed.  
So it is reasonable to point out these bonuses to the organization as costs of the 
method are assessed. 

Formal results provided to CCDS included a prioritized list of the ‘Top-21’ usabil-
ity items that the evaluation team thought should be addressed. The report also  
included usability scores and comments for all 283 evaluation items, allowing the 
development team to use this information as they saw fit. 

The developer in our team showed increased awareness of usability best practices 
as a result of his participation.  We would expect that this leads to better usability 
being built in, as was also observed by Tang, et al. [7]. 

Most importantly, however, we developed and documented a repeatable process 
that can be used for usability evaluations using large numbers of evaluators. Our 
methodology allowed us to quickly assess inconsistencies in evaluations among the 
different inspectors, look for evaluations with simultaneous low scores and high 
agreement among the evaluators, and then quickly prioritize those findings based on 
frequency, impact, and severity. 

6   Implications and Conclusion 

Our first question of how to apply collective knowledge that on one person possesses 
to improve usability, we solved in two ways.  One was the rating data collection sys-
tem, including the comments. The small group reading the comments and ratings had 
access to a lot of pooled collective knowledge to use in usability improvement.  An 
unexpected result of doing the evaluations in group sessions was that discussion al-
ways led to participants hearing about problems or perspectives that were “new” to 
them, so the collective knowledge was increased.  We recommend the group sessions 
for just that reason, over evaluation by individuals asynchronously, if that is possible. 

Heuristic evaluators can produce divergent and varied results. Our contribution 
was to create analytic reports to extract the consensus of the large group that we had 
engaged to evaluate usability.  These reports were then very productive in guiding the 
discussion of a small team tasked with finding the low-hanging fruit in the usability 
improvement process.  Our assignment of a menu tree numbering system to the appli-
cation was found to be vital in clarifying discussion of which exact parts of the large 
application showed specific usability problems, and in communicating to the  
development team exactly what needed to be done to improve usability. 

Heuristic evaluation is just one method for user interface usability evaluation.  We 
developed the Integrated Stakeholder Usability Evaluation Process as a means of 
dealing with a large group of diverse evaluators; this process is designed to quickly 
identify items with strong user agreement and with high priority for correction.  We 
recommend that additional usability evaluations - cognitive walkthroughs, task analy-
sis, and user observations – also be considered.  These future evaluations could be 
conducted as stand-alone tests, or could possibly be undertaken during normal CDSS 
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operations. This would require a minimal commitment of user time, and allow “real 
life” evaluations, potentially leading to valuable improvements. 

Heuristic evaluation is just one strategy for user interface usability evaluation.  We 
recommend that additional usability evaluations be considered such as cognitive 
walkthroughs, tasks analysis, and user observations.  Task completion times, user 
errors and other evaluations and suggestions could be potentially built in to ongoing 
routine exercises and after-action evaluations of performance. 

Applications are complex, and we found the menu tree numbering system was im-
portant to add to clarify both our discussions in evaluating the software, and later for 
software developers to find and fix the exact problem, without having to relocate it. 

Future directions for research might include evaluating the measures of usability 
problem impact.  Are frequency, impact and severity the best scales to use, and how is 
it best to weight them against each other?  Are there other measures of impact for 
heuristic evaluation that would be of more value in time-critical command and control 
applications, perhaps prioritizing serious errors, and how likely they are and how 
difficult to recover from quickly?  Also, in large applications, coverage is difficult to 
assess – even a larger number of evaluators have a limited time, and some areas of the 
application may still not get tested.  There may be ways to improve coverage that 
could be found in future work. 

We applied all of the heuristics for thoroughness.  However, we would expect that 
in a time-critical decision support system such as this, certain heuristics would be 
found to be more likely to find usability problems that show up during time-critical 
operation, and time could be saved by applying only those found to be most critical.  
These would likely be heuristics that add to intuitive “information scent” as described 
by Spool et al. [19] and “information foraging” as described by Pirolli [20], as being 
crucial to quickly giving users intuitive guides to where to go to accomplish their 
intended tasks.  Nielsen’s Match Between Systems and the Real World heuristic might 
be expected to be key here.  Improvements in intuitive usability, in addition to provid-
ing more efficient and accurate task completion, might even lead to less training being 
necessary.  Feedback from students during training could be used to improve the 
intuitiveness of the design, and would be an avenue of further research. 
 
Acknowledgements. We would like to thank the participants in our heuristic evalua-
tion sessions for CCDS at USSTRATCOM.  Without their commitment the analysis 
would not have been as comprehensive or complete. 
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