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Abstract. Ambient intelligent systems are defined as being able to per-
ceive their environment, being aware of the presence of people and other
agents, and respond intelligently to these agents’ needs. Today the hard-
ware requirements for achieving these capabilities are met. Earlier work
have argued that knowledge intensive case-based reasoning is a feasible
method for ambient intelligence. In this paper that argument is sup-
ported by testing of an implementation in a hospital ward domain, which
shows that despite some issues related to the current implementation the
case-based reasoner performs at an acceptable level.

1 Introduction

As computers are becoming more ubiquitous [1], pervasive [2], and ambient1

[4], the need for methods that assist their users in smart and intelligent ways
is rapidly increasing. In an ambient system an actual physical computer device
will be situated in various physical and social environments at different times,
and a challenge is therefore to identify and interpret that environment. Ambient
intelligent systems, as defined by the ISTAG group [5], are characterised by being
able to perceive their environments, be aware of the presence of people and other
agents, interpret their own role in that context, and respond intelligently to one
or more agents’ needs [6].

Realising ambient systems relies on miniaturisation of technology, high cal-
culation power and interconnectivity. According to Satyanarayanan [7], all these
hardware tools are currently available. Yet, many of the scenarios described in
1 Recently the term everywhere computing [3] has also been introduced. Although all

these terms can be viewed as synonyms, a particular term typically indicates a par-
ticular perspective, e.g., a physical distributed system perspective vs. a functional-
oriented service perspective.
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Fig. 1. The AmI space (adapted from [9])

the literature still seem like science fiction [8]. When inspecting the literature
it appears that the problems of “grasping” everyday life is assumed solved by
some sort of intelligent behaviour, but the methods that realise those behaviours
are seldom addressed explicitly. The long term vision of the ISTAG group is the
concept of AmI space, which comprises networked embedded systems that host
dynamically configurable services (see Figure 1). The AmI space realises the vi-
sion of ambient intelligence by integrating local functionality across a variety of
environments. This enables direct, natural and intuitive interaction between the
user and services spanning a collection of environments.

In earlier work we have reported on the feasibility of case-based reasoning as
a method for realising context-awareness in an ambient intelligent setting [10,11].
In particular, knowledge intensive case-based reasoning, in which the case-based
reasoning process is supported by a structural model of general domain knowl-
edge, appears promising. Case-based reasoning lends itself easily to reasoning
about context and situations. The fact that case-based reasoning springs from
work on understanding reasoning as an explanation process [12], and approaches
reasoning by storing and remembering specific episodes (situations), clearly sug-
gests it as a candidate for computational reasoning about situations.

The focus of the work presented here is on the situation awareness task, and
more specifically on classifying the situation types in question, based on context
elements such as location, time, or type of people involved. Our application
domain is the hospital ward domain. The setting is that several times during the
day medical personnel gather together for some purpose, with or without the
presence of patients. The system’s task is to determine what type of gathering
this is. An experimental system has been developed, within the framework of the
CREEK system [13,14], and adapted for use on mobile pocket-size computers



suitable for being carried around by ward personnel. The system’s architecture,
knowledge structures, and methods are presented in an earlier paper [10], which
also exemplifies how a ward situation is classified. In the present paper we briefly
review the system architecture and main components, and describe an evaluation
study that has been made to assess the system’s quality. The system, called
AmICREEK2, is evaluated according to its ability to classify situations correctly
[15]. The results are analysed and discussed within a larger evaluation framework
that also include some of the evaluation criteria put forth by Cohen [16].

The rest of the paper is structured as follows: First a short overview of
related work is presented. This is followed, in Section 3, by a summary of the
architecture of AmICreek. In Section 4 the hospital ward study is presented,
with the outcome analysed and discussed in Section 5. A conclusion and outlook
on future work ends the paper.

2 Related Work

Traditionally, case-based reasoning has been applied to monolithic decision sup-
port systems. Recently, however, case-based reasoning has also been applied
within the ambient intelligent community. Zimmermann [17] reported on case-
based reasoning used to generate recommendations based on the user’s context
in a mobile environment. The user context was encapsulated inside cases to
facilitate comparison of contexts, generating recommendations based on case
similarities, and learning of user behaviour. This work was part of a project
concerned with audio augmentation of the real world in the context of the art
museum in Bonn. Adapting solutions to particular users was also a focus in
the work by Ma et al. [18], where case-based reasoning was used to adapt the
behaviour of smart homes to users’ preferences. Multi-user smart homes can,
even with a very limited amount of connected devices, present themselves with
a very large amount of possible key processes and dependencies between them.
Case-based reasoning was in this work used to identify these interdependencies,
due to its ability to reason in ill understood and poorly structured domains.
Bénard et al. [19] investigated the use of case-based reasoning as a mechanism
for selecting suitable behaviour in different situations. They proposed an agent-
based architecture that uses perceived information, or context, as the findings
of a case and the proposed action as the solution. The authors ground their
context model in a psychological framework that resembles the idea of selective
interest and background context as argued by Dewey [20]. This is similar to
the approach taken in earlier work within our group [21], which focused on the
development of a comprehensive context model. As in that work, Bénard et al.
separated context into external and internal context. The former includes the
entities present in the environment, and the latter includes skills, states of the
2 AmICREEK is a recent label for the system, which in earlier reports has been referred

to merely as a CREEK system (referring to its framework and CBR method types),
or a TrollCREEK system (referring to the Java implementation of CREEK which it
was developed from).



agent, the agent’s strategies and the agent’s history. The existing cases in the
case base are pre-classified situations modelled by a domain expert.

Kwon et al. [22] applied case-based reasoning in a multi-agent environment,
to estimate the best purchase in comparative shopping. The goal of the system
was to achieve a best possible solution between seller and buyer. This system
was tested in simulation with several experiments. The three tests were: no
negotiation, only price negotiation, and price as well as quality negotiation. As
expected by the authors, the complex negotiation outperformed the other two,
with respect to buyer’s payoff, seller’s payoff, and seller’s rate of bid winning.

The MyCampus [23] system used case-based reasoning to learn a user’s
context-sensitive message filtering preferences. When a new message arrived it
was compared to the existing messages stored in the case base. The new case was
compared to the type of message, the sender of the message, the user’s current
calendar activity, the user’s current location, and the weather. An experiment
was carried out to validate the feasibility of the case-based approach. The ex-
periment showed that the accuracy of the filtering process grew from 50 % to
over 80 % when using the case-based reasoning approach.

The latter two methods were evaluated by assessing the quality of the best
solution, determined by the accuracy of the solution value when compared to
the expected value. This is a well-established approach [15], and also the as-
sessment strategy adopted to assess the AmICreek system. As pointed out in
[24], however, evaluating the quality of case-based reasoning systems may not
be as straightforward, for example when cases are complex structures which are
time consuming to construct, or when the user benefits from a larger part of a
rich case than just a particular value. These concerns should also make some
bells ring when building and evaluating user-interactive systems in health care.
Extended approaches to evaluation of case-based reasoning systems include the
work of Santamaria et. al [25] addressing the complexity of case-based reasoning
applications, the work by McSherry [26] on diversity as a criterion, and the work
by Smyth and McKenna [27] on case base competence. Cohen has addressed the
evaluation of AI systems in general [28], as well as case-based reasoning systems
in particular [16]. In addition to the common accuracy assessment, we relate our
result to some of Cohen’s criteria in the discussion chapter.

3 System Architecture

AmICREEK is an ambient intelligent system that spans a part of the AmI space
described in Section 1. AmICREEK observes the ongoing work, thereby becom-
ing aware of the presence of a person; assess ongoing situations, thus perceives
the needs of this person, and responds intelligently to ongoing situations. The
system is implemented as a three layer architecture where each layer has its own
specific responsibility [10]. The AmICREEK architectures is comparable to the
model of situation awareness as described by Endsley et al. [29].

The functional architecture is depicted in Figure 2. The main layer of interest
in the work presented here is the Awareness layer.
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Fig. 2. Functional System Architecture

The initial layer is the Perception layer, which corresponds to the Perception
layer in Endsley’s model of situation awareness [29]. This layer is responsible
for perceiving the environment and acquiring the necessary knowledge to feed
the next two layers. The layer is implemented as a middleware solution that
structures gathered information into a coherent structure [30], here named the
Situation Context (see the middle part of Figure 2). Changes in the Situation
Context will trigger an event that will initiate the case-based reasoning cycle.

The second layer is the Awareness layer. This corresponds to the second layer
in Endsley’s model (comprehension), and is the layer that the work presented
here focuses on. This layer, which is the layer that exhibits the context-awareness,
is implemented using the CREEK method [13,14]. The awareness layer acquires
all relevant knowledge from the Perception layer and represents it as the findings
of a new case [10]. The new case is matched to the existing case base, the goal
is extracted from the best matching case and handed over to the third layer.

The third layer is the Sensitivity layer, which is comparable to the third layer
in Endsley’s model (Projection). This layer acquires the goal identified by the
case-based reasoning cycle and constructs a sequence of tasks to execute that
will satisfy the goal [31].

Context is used in two different ways within the architecture. Initially context
describes the information that is perceivable in the world, labelled as Situation
Context in Figure 2. This information constitutes the findings part of the cases,
and is important for retrieving similar cases. The second use, labelled Goal Con-
text in Figure 2, is the subset of the Situation Context that is relevant to the
goal extracted from a matching case. For at more thorough description of the
dualistic use of context and its place in the AmICREEK’s knowledge model,
please see [10].



Parameter Description

Location The room where the situation occurred
User The user of the system
Role The role of the user
Present Other persons present
Role The role of each of the persons present
Time The time of day

Source Information sources and targets
I/O The direction of the information flow
Information Type of information

Situation The type of situation

Table 1. Essential Aspects of Situations

4 A Hospital Ward Study

The test presented here tests the Awareness layer, by focusing on the ability of
the case-based reasoning system to assess situations correctly. The perception
layer and sensitivity layer have been tested separately on other occasions. The
reader is directed to [32] for further details.

4.1 Test Setup

The essential aspects of situations, in the hospital ward domain, are the nine pa-
rameters shown in Table 1. These parameters were noted in the ethnographical
study detailed in [11]. The topmost six parameters are used to describe the sit-
uation as a case and constitute the findings. The next three are used to describe
how a goal can be decomposed. Finally, the last parameter is the situation type
as classified by the hospital personnel.

For the initial test, the data observed by a human observer, following consul-
tant physician number nine (OL9) were chosen. The physician was the one with
the highest number of experienced situations, as well as the one who experienced
the highest number of different situations. For the purpose of this test, two days
(13 and 14) of observations of OL9 were used. The evaluation of the system’s
performance was initially done by a qualitative evaluation of the data from the
cardiology ward. This was carried out in order to review the context model and
the integration of the knowledge model. It is worth noticing that attending one
meeting can be viewed as many situations (in sequence). For example, a given
meeting of the type pre-ward-round will typically involve the discussion of sev-
eral patients. Thus, such a meeting is broken down into one pre-ward-round
situation per patient discussed.

4.2 Test Execution

The test was conducted as a three-step process. First the 25 different situations
that occurred on day 13 were added to the case base, partly as solved and un-



Situation type Number of
situations

Percentage of
all situations
covered by
day 13

Initial number
of solve cases

Sample

Post-work 9 69% 6 1,2,3,4,6,9
Preparation 1 25% 1 1
Pre-ward-round 6 23% 4 2,3,4,6
Patient meeting 1 25% 1 1
Examination 2 25% 1 1
Ward-round 6 23% 4 3,4,5,6

Table 2. Distribution of Observed Situations for OL9, day 13

solved cases, and the retrieve-step was executed for each of the unsolved cases.
Secondly, the learning process of the case-based reasoning algorithm was man-
ually executed. That is, the former unsolved cases were classified and flagged
as solved. Finally, all of the day 13 cases were used to classify the situations
occurring on day 14.

4.3 Initial Modelling

To get a representative distribution of solved and unsolved cases, the 25 dif-
ferent situations for day 13 were divided into two groups. 2

3 of the cases (17)
were randomly selected and marked as solved, the remaining 1

3 (8) were added
as unsolved cases. Table 2 describes the number of different situations, the per-
centages of the total situations, how many were initially selected as solved, and
the specific situations in question.

The column labelled Situation type describes the six different situations ex-
perienced by physician OL9. Number of situations counts the number of each
situation-type occurring on day 13. The column labelled Percentage of all situ-
ations covered by day 13 shows us how large a percentage the specific situation
type that occur on day 13. As an example, the nine observed situations of the
type Post-work covers 69 % of all observed situations of this type for both day 13
and 14. The column labelled Initial number of solved cases gives us the number
of cases chosen to be marked as solved. Finally, the column labelled Sample tells
us which specific situations were modelled as solved cases.

The situations chosen as solved were modelled as cases using the six upper
parameters shown in Table 1 as findings. The parameter Situation was used
to mark each of the cases with a top-level goal, in the sense that for e.g. the
Post-work situations the goal Post-work-goal was identified.

After the modelling of the cases marked as solved the remaining cases were
modelled as unsolved. Each of these case were modelled in exactly the same
fashion as those solved, except for obviously being marked as unsolved. Each of
the unsolved cases were then run through the retrieve-step and matched to the
solved cases.



Input case Strength Matching case

Ward round 1301 89% Pre-ward round 1306
88% Pre-ward round 1304
88% Pre-ward round 1303

Ward round 1302 88% Ward round 1305
88% Pre-ward round 1306
88% Pre-ward round 1304

Pre-ward round 1301 100% Pre-ward round 1303
100% Pre-ward round 1304
99% Pre-ward round 1306

Pre-ward round 1305 100% Pre-ward round 1304
100% Pre-ward round 1306
100% Pre-ward round 1303

Examination 1302 100% Examination 1301
55% Post work 1304
54% Post work 1303

Post work 1305 100% Post work 1306
65% Preparation 1301
64% Post work 1304

Post work 1307 99% Post work 1306
66% Preparation 1301
64% Post work 1309

Post work 1308 66% Post work 1309
65% Preparation 1301
61% Consultation 1304

Table 3. Result of Matching Test (Run 1)

4.4 Executing Day 13 Test

Table 3 demonstrates the result of the retrieve process for the unsolved cases of
day 13. The current implementation only selects the best matching case for goal
extraction. So when examining the cases in Table 3 that are classified correctly we
can disregard all but the best matching case. Following that line of reasoning only
Ward round 1301 has been misclassified. For Ward round 1302, Ward round
1305 gets selected due to the detailed mechanism for ranking matched cases not
apparent in Table 3. AmICREEK suggests that this particular ward round is a
pre-ward round, and that the best matching case is Pre-ward round 1306.

If we examine the two cases shown, see Figure 3, we will see that they do
not look like they should resemble each other to such a high degree as sug-
gested. The differences between the two cases have been marked with dashed-
lined circles. Starting with the Environmental Context, it contains Patient
#36, which the matching case does not. Obviously this missing feature should
suggest that the two cases differ. The CREEK method does support the ability
to lower the matching strength when a matching case misses features. However,
the AmICREEK does not yet implement this feature. Looking at the two time
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values, we can observe that they are very close, and are indeed reported as being
98 % similar. The unknown case occurs in the patient room PR10, whereas the
best matching case takes place in the Doctor’s office 4. AmICREEK decides,
correctly, that these two locations do not syntactically match. However, both of
these locations are instances of the general class Location, and as the knowl-
edge model is structured in a semantic network it should be possible to explain
that they are somewhat alike. The CREEK method does allow for this type
of reasoning by calculating the convergence point between two concepts [14].
However, currently AmICREEK has been focused on calculation of convergence
points between causal relations, thus the calculation for non-causal relations,
e.g., instance of and subclass of, results in convergence between all concepts, as
all concepts at some point are an instance of, or subclass of the top-most con-
cept Thing. Finally, the unknown case contains a Patient Role, not found in
the best matching case. This is the same problem as described above regarding
the patient in the Environmental Context.

If we examine the case base for known cases of the type Ward round, the
best matching case is Ward round 1303, which AmICREEK reports as matching
with a strength of 83 %, and as number seven in the list of matching cases. If we
examine that case we will discover that it resembles the unknown case a lot. Only
two parameters separates them: the time is 09:55 versus 10:13, something which
AmICREEK calculates as a 91 % match; and the fact that the patient present
is not Patient #36 but Patient #38. It would seem reasonable that these two
cases had a high matching strength, however as described above, other cases
do not get their matching strength lowered, thus better matching cases cannot
compete. This becomes quite evident if we change the patient present to Patient
#36, in that case the matching strength between the two cases are 99 %, easily
surpassing the matching strengths of the cases of the wrong type.



Input case Strength Matching case

Pre-ward round 1402 100% Pre-ward round 1303
100% Pre-ward round 1301
100% Pre-ward round 1304

Pre-ward round 1404 100% Pre-ward round 1305
100% Pre-ward round 1306
100% Pre-ward round 1304

Pre-ward round 1407 100% Pre-ward round 1306
100% Pre-ward round 1305
100% Pre-ward round 1304

Examination 1404 55% Examination 1302
55% Examination 1301
54% Post work 1304

Examination 1405 54% Examination 1302
54% Examination 1301
54% Preparation 1301

Ward round 1402 88% Ward round 1305
88% Pre-ward round 1306
88% Pre-ward round 1305

Ward round 1405 99% Ward round 1305
99% Ward round 1304
89% Pre-ward round 1302

Ward round 1408 89% Pre-ward round 1302
88% Pre-ward round 1301
87% Ward round 1305

Table 4. Result of Matching Test (Run 2)

4.5 Executing Day 14 Test

As described above, Table 3 shows how AmICREEK classified the cases from
day 13 that had be flagged as unsolved. To extend this simulation, we can now
move into day 14 by manually executing the learning process, in other words
correctly classify these previously unsolved cases and flag them as solved. Table
4 depicts the results of attempting to match the situations from day 14 that was
marked as unknown against all the situations from day 13.

If we examine Table 4 we will see that most of the cases were classified cor-
rectly. Only Ward round 1408 is classified wrongly, as a Pre-ward round. Look-
ing at Ward round 1408 it matches two pre-ward rounds before Ward round
1305 is matched with a matching strength of 87 %. Again the explanation lies in
the fact that semantic matching is currently not implemented and cases are not
being “punished” for missing parameters. In this case, the fact that Pre-ward
round 1302 is occurring at 11:10 and Ward round 1408 at 11:30 is the one
parameter that forces the ranking of the pre-ward round as the best match. As
with the example depicted in Figure 3, the pre-ward round neither contains a
patient nor a patient role, and the location is wrong.



Situation type Run 1 Run 2
best all best all

Post-work 100% 55% N/A N/A
Pre-ward-round 100% 100% 100% 100%
Examination 100% 33% 100% 66%
Ward-round 50% 16% 100% 50%

Table 5. Absolute Accuracy of Case-Based Reasoning Test

4.6 Accuracy of the Classifications

The data gathered at the cardiology ward included an in situ classification car-
ried out by the physician observed [11]. When measuring the accuracy of the
classifications done in AmICREEK we start off from the assumption that these
classifications are correct. Thus, we can compare AmICREEK’s classifications
to those carried out by an expert. If we examine Table 5 we can see the absolute
accuracy for the four different types of unknown situations that AmICREEK
attempted to classify. For both runs the table gives the percentage of times that
the best matching case was correct, and the percentage of cases that was correct
within the top-three across all matches of this type. The latter can be regarded
as the confidence of the classification. Thus, a low number will tell us that the
classification was distributed, whereas a high number will tell us that the classi-
fication was uniform. As an example, for the Post-work cases in Run 1 all the
best matching cases were correct. However, only 55 % of all top-three matches
were correct.

As shown in Table 5, AmICREEK does a reasonably good job of classifying
the situations correctly. Post-work, Pre-ward-round and Examination are all
classified correctly in Run 1, and all were classified correctly in Run 2 3. Yet,
Ward-wound situations were only classified correctly 50 % of the time in Run 1.

If we look at the distribution among the top-three matches for each situation
type we can see that except for situations of the type pre-ward-round, most
did not classify perfectly. However, as aforementioned, goal extraction was only
carried out for the best matching case.

5 Analysis and Discussion

The evaluation presented is an evaluation of case-based reasoning as a method
for achieving situation-awareness. The use of case-based reasoning as the method
of classification is rooted, not only in the desire to find the best suited algorithm
for a limited data set, but also in the fact that the theory on human cognition
that underlies case-based reasoning is one of situation classification. Thus, the
cognitive plausibility [33] of using case-based reasoning is to be found in the

3 There were no situations of the type Post-work occurring on day 14



general characterisation of case-based reasoning as a way of human reasoning.
Hence, the metric for evaluating the use of case-based reasoning in our work, is
not its cognitive validity [16], but rather the performances of the classification.

Classification performance can be evaluated in four ways [15]: i) absolute
accuracy, as determined by a domain expert; ii) the plausibility of incorrect
classification, also determined by an expert; iii) performance can be compared
to other algorithms; and iv) performance can be compared to that of an expert.

Currently we have no other implementation of an alternative algorithm that
fits the data readily available, thus no comparison is available (part iii above).
Further, as stated above the choice of case-based reasoning as the algorithm of
choice is not purely a performance choice, but also one of origin. In addition, the
performance of AmICREEK is implicitly already comparable to that of a human
expert (part iv above). The subjects observed did already do classification during
data collection [11], and the classification was in situ, thus we must assume that
these classifications are correct. For the remaining part of the discussion we focus
on the accuracy of the classification and plausibility of incorrect classifications.

Regarding the plausibility of misclassifications, it could be argued that to
determine if any misclassifications are plausible an expert working at the partic-
ular hospital ward is required. However, given the nature of the observed data,
and the amount and distribution of parameters, it seems reasonable that the
same assumption regarding the expert with respect to accuracy also holds for
misclassifications.

Revisiting the results of the two runs described in Section 4 in light of absolute
accuracy, we can re-examine Table 5, we can summarise the accuracy as very
good. All possible classifications, except the situation type Ward-round were
classified correctly. Thus, the absolute accuracy is all in all very good compared
to the expert who classified the situations when they were observed.

If we investigate further, we can see that some of the classifications in the top-
three matches were not correct. In particular with respect to the situation type
Ward-round, the situation was misclassified half of the time in Run 1. To defend
the performance of AmICREEK an explanation for this incorrect classification
must be given. Section 4 did already include explanations as to why each of the
misclassified cases was classified as it was. The two main general reasons are as
follows:

Unsolved cases do sometimes contain features not found in the retrieved
case. These extra features should lower the matching strength of the retrieved
case. However, the particular implementation of how the matching strength is
calculated does currently not take this into account. Thus, the retrieve process
uses incorrect matching strengths with respect to this effect. These extra features
are very obvious to a human expert, and disregarding them goes a long way in
explaining why some cases were misclassifies.

Secondly, when a feature is matched in the leaf nodes of the case structure,
symbols such as Location, Person or Role are only matched on the syntactical
level. This means that the fact that the instances of theses concepts are located
in the multi-relational semantic network is disregarded in the retrieve process.



As with the problem above, the fact that, for an example, a patient is present
is a strong indication for a domain expert that a Ward-round is taking place.
The fact that support for semantic matches of non-causal relations are not yet
implemented does explain why some cases were misclassified.

Finally, on day 13 only two Ward round cases were initially classified as
solved, yet as more cases were solved in day 14 the classification dramatically
improved (compare Table 3 and Table 4).

In summary, the situations are being classified at an acceptable level for this
first experiment compared to the human domain expert. As we must assume that
the classification gathered are correct, the human domain expert does slightly
outperform AmICREEK. However, some, if not all of the misclassification can
be explained by the way matching strengths are currently being calculated

6 Conclusion and Further Work

The work presented here demonstrates that knowledge intensive case-based rea-
soning is a promising method for constructing situation-awareness systems. By
using the CREEK method, case-based reasoning is applied as the reasoning
mechanism to identify ongoing situations. The assessment of situations is the
very core of the intelligent behaviour of an ambient intelligent system. It has been
demonstrated that using a knowledge intensive case-based reasoning methodol-
ogy, where the cases are submerged into the general knowledge model, facilitates
situation-awareness.

However, it has also been shown that some deficiencies in the current im-
plementation of the CREEK method still exists. In particular with regard to
plausible inheritance, which currently only works with causal concepts, and with
the similarity function that currently does not calculate similarity correctly when
cases are missing parameters. Remedying these two issues should significantly
improve the system.

Finally, the results should be reproduced using publicly available open source
systems. Primarily to verify that it is not the idiosyncrasies of our implemen-
tation that allows the reasoning to work, and secondly to allow others to freely
use and scrutinise the system.
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