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S awomir T. Wierzchoń,
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Foreword 

Professor Richard S. Michalski passed away on September 20, 2007. Once we learned 
about his untimely death we immediately realized that we would no longer have with 
us a truly exceptional scholar and researcher who for several decades had been influ-
encing the work of numerous scientists all over the world - not only in his area of exper-
tise, notably machine learning, but also in the broadly understood areas of data analysis, 
data mining, knowledge discovery and many others. In fact, his influence was even 
much broader due to his creative vision, integrity, scientific excellence and exception-
ally wide intellectual horizons which extended to history, political science and arts. 

Professor Michalski’s death was a particularly deep loss to the whole Polish scien-
tific community and the Polish Academy of Sciences in particular. After graduation, 
he began his research career at the Institute of Automatic Control, Polish Academy of 
Science in Warsaw. In 1970 he left his native country and hold various prestigious 
positions at top US universities. His research gained impetus and he soon established 
himself as a world authority in his areas of interest – notably, he was widely consid-
ered a father of machine learning. 

His contacts with the Polish scientific community were very close over all the 
years; in the last couple of years he was an affiliate scientist at the Institute of Com-
puter Science, Polish Academy of Sciences, Warsaw. This relation culminated some 
years ago with his election to the rank of Foreign Member of the Polish Academy of 
Sciences, a distinction granted to only a small number of world-wide best scientists, 
including numerous Nobel Prize and other prestigious awards winners. 

Professor Michalski was one of those active members of the Polish Academy of 
Sciences who were always interested in solving whatever problems we had, always 
ready to help us in shaping the research policy of the Academy and discuss with us all 
difficult issues that are these days unavoidable in any large and prestigious research 
organization with so many strong links to science worldwide. He was always ready to 
offer us his deep understanding and scholarly vision of the future of the human scien-
tific endeavor. As President of the Polish Academy of Sciences I sense very person-
ally an enormous loss coming from no longer being able to ask for his opinion and 
advice. 

I wish to congratulate the editors of these scholarly volumes, Professors Jacek 
Koronacki, Zbigniew Ra , Sławomir T. Wierzcho  and Janusz Kacprzyk, for their 
initiative to pay the tribute to the memory of Professor Michalski. Having known him 
for many years they realized that the best way to honor his life achievements would be 
to prepare a collection of high quality papers on topics broadly perceived as Professor 
Michalski’s main interest and to present in memoriam volumes of the contributions 
written by those who had the luck to be his friends or, at least, to meet him on various 
occasions. I am really impressed that so many prominent authors have accepted the 
invitation and I thank all of them most deeply. 



 Foreword VI 

I believe the memory of Professor Richard S. Michalski should remain with us for 
ever. Hopefully, these volumes will contribute to reaching this objective in the most 
appropriate and substantial way. 

Professor Michał Kleiber 
  President 

Polish Academy of Sciences 



Preface

This is the second volume of a large two-volume editorial project we wish to dedicate 
to the memory of the late Professor Ryszard S. Michalski who passed away in 2007. 
He was one of the fathers of machine learning, an exciting and relevant, both from the 
practical and theoretical points of view, area in modern computer science and infor-
mation technology. His research career started in the mid-1960s in Poland, in the 
Institute of Automation, Polish Academy of Sciences in Warsaw, Poland. He left for 
the USA in 1970, and since then had worked there at various universities, notably, at 
the University of Illinois at Urbana – Champaign and finally, until his untimely death, 
at George Mason University. We, the editors, had been lucky to be able to meet and 
collaborate with Ryszard for years, indeed some of us knew him when he was still in 
Poland. After he started working in the USA, he was a frequent visitor to Poland, 
taking part at many conferences until his death. We had also witnessed with a great 
personal pleasure honors and awards he had received over the years, notably when 
some years ago he was elected Foreign Member of the Polish Academy of Sciences 
among some top scientists and scholars from all over the world, including Nobel prize 
winners. 

Professor Michalski’s research results influenced very strongly the development of 
machine learning, data mining, and related areas. Also, he inspired many established 
and younger scholars and scientists all over the world. 

We feel very happy that so many top scientists from all over the world agreed to 
pay the last tribute to Professor Michalski by writing papers in their areas of research. 
These papers will constitute the most appropriate tribute to Professor Michalski, a 
devoted scholar and researcher. Moreover, we believe that they will inspire many 
newcomers and younger researchers in the area of broadly perceived machine learn-
ing, data analysis and data mining. 

The papers included in the two volumes, Machine Learning I and Machine Learn-
ing II, cover diverse topics, and various aspects of the fields involved. For conven-
ience of the potential readers, we will now briefly summarize the contents of the par-
ticular chapters. 

Part I, “General Issues” is concerned with some more general issues and problems 
that are relevant in various areas, notably in machine learning, data mining, knowledge 
discovery. and their applications in a multitude of domains.     

• Witold Pedrycz  (“Knowledge-Oriented and Distributed Unsupervised Learn-
ing for Concept Elicitation”) discusses a new direction of unsupervised learning 
and concept formation in which both domain knowledge and experimental evi-
dence (data) are considered together.  This is a reflection of a certain paradigm 
which could be referred to as knowledge-oriented clustering or knowledge min-
ing (as opposed to data mining). The author presents the main concepts and al-
gorithmic details.  The distributed way of forming information granules which is 
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realized at the level of individual locally available data gives rise to higher or-
der information granules (type-2 fuzzy sets, in particular).    

• Andrzej Skowron and Marcin Szczuka (“Toward Interactive Computations: 
A Rough-Granular Approach”) present an overview of Rough Granular Com-
puting (RGC)  approach to modeling complex systems and processes. They dis-
cuss the granular methodology in conjunction with paradigms originating in 
rough sets theory, such as approximation spaces. The authors attempt to show 
the methodology aimed at the construction of complex concepts from raw data 
in ahierarchical manner. They illustrate, how the inclusion of domain knowl-
edge, relevant ontologies, and interactive consensus finding leads to more poer-
ful granular models for processes and systems. 

• Stan Matwin and Tomasz Szapiro (“Data Privacy: From Technology to Eco-
nomics”) deal with an omnipresent and increasingly relevant problem of data 
privacy. They attempt to relate two different approaches to data privacy: the 
technological approach, embodied in the current privacy-preserving data mining 
work, and the economic regulations approach. The authors claim that none of 
these two approaches alone will be able to address the increasingly important 
data privacy issues. They advocate a hybrid system, combining both approaches 
in a complementary manner. A view of privacy is presented in the context of an 
accepted taxonomy of economic goods, stating the question: if privacy is ex-
changed and traded, then what kind of good is it? The authors also show that, 
viewed in the light of an established economic growth theory, the involvement 
of privacy in the growth process leads to a steady state growth. 

• Phillipa M. Avery and Zbigniew Michalewicz (“Adapting to Human Gamers 
using Coevolution”) consider a challenging task of how to mimic a human abil-
ity to adapt, and create a computer player that can adapt to its opponent’s strat-
egy. Without this ability to adapt, no matter how good a computer player is, 
given enough time human players may learn to adapt to the strategy used, and 
routinely defeat the computer player. However, by having an adaptive strategy 
for a computer player, the challenge it provides is ongoing. Additionally, a 
computer player that adapts specifically to an individual human provides a more 
personal and tailored game play experience. To address specifically this last 
need, the authors investigate the creation of such a computer player. By creating 
a computer player that changes its strategy with influence from the human strat-
egy, it is shown that the holy grail of gaming, an individually tailored gaming 
experience, is indeed possible. A computer player for the game of TEMPO, a 
zero sum military planning game, is designed. The player was created through a 
process that reversely engineers the human strategy and uses it to co-evolve the 
computer player. 

• Mirsad Hadzikadic and Min Sun (“Wisdom of Crowds in the Prisoner’s Di-
lemma Context”) provide a new way of making decisions by using the wisdom 
of crowds (collective wisdom) to handle continuous decision making problems, 
especially in a complex and rapidly changing world. By simulating the Pris-
oner’s Dilemma as a complex adaptive system, key criteria that separate a wise 
crowd from an irrational one are investigated, and different aggregation strate-
gies are suggested based on different environments. 
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Part II, “Logical and Relational Learning, and Beyond”, is concerned with two very 
important, well founded, and successful general paradigms for machine learning that 
are based on logic and relational analyses.    

• Marenglen Biba, Stefano Ferilli, and Floriana Esposito (“Towards Multis-
trategic Statistical Relational Learning”) discuss statistical relational learning, a 
growing field in machine learning that aims at the integration of logic-based 
learning approaches with probabilistic graphical models. Learning models in 
statistical relational learning consist in learning the structure (logical clauses in 
Markov logic networks) and the parameters (weights for each clause in Markov 
logic networks). Markov logic networks have been successfully applied to prob-
lems in relational and uncertain domains. So far the statistical relational learn-
ing models have mostly used the expectation-maximization (EM) for learning 
statistical parameters under missing values. In the paper, two frameworks for in-
tegrating abduction in the statistical relational learning models are proposed. 
The first approach integrates logical abduction with structure and parameter 
learning of Markov logic networks in a single step. During structure search, 
clause evaluation is performed by first trying to logically abduce missing values 
in the data and then by learning optimal pseudo-likelihood parameters using the 
completed data. The second approach integrates abduction with the structural 
EM by performing logical abductive inference in the E-step and then by trying 
to maximize parameters in the M-step. 

• Luc De Raedt (“About Knowledge and Inference in Logical and Relational 
Learning”) gives a gentle introduction to the use of knowledge, logic and infer-
ence in machine learning which can be regarded as a reinterpretation and revis-
iting  of Ryszard Michalski's work ``A theory and methodology of inductive 
learning'' within the framework of logical and relational learning. At the same 
time some contemporary issues surrounding the integration of logical and prob-
abilistic representations and types of reasoning are introduced. 

• Marta Fraňová and Yves Kodratoff (“Two examples of computational cre- 
ativity: ILP multiple predicate synthesis and the ‘assets’ in theorem prov-
ing”) provide a precise illustration of what can be the idea of “computational 
creativity”, that is, the whole set of the methods by which a computer may simu-
late creativity. The analysis is restricted to multiple predicate learning in induc-
tive logic programming and to program synthesis from its formal specification. 
The authors show heuristics the goal of which is to provide the program with 
some kind of inventiveness. The basic tool for computational creativity is what 
is called an ‘asset generator’. A detailed description of the authors’ methodol-
ogy for the generation of assets in program synthesis from its formal specifica-
tion is given. In a conclusion a result is provided, which is a kind of challenge 
for the other theorem provers, namely how to ‘invent’ a form of the Ackerman 
function which is recursive with respect to the second variable instead of the 
first variable as the usual definitions are. In inductive logic programming multi-
ple predicate synthesis, the assets have been provided by members of the induc-
tive logic programming community, while their methodology tries to make ex-
plicit a way to discover these assets when they are needed. 
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• Jan Rauch (“Logical Aspects of the Measures of Interestingness of Association 
Rules”) discusses the relations of the logical calculi of association rules and of 
the measures of interestingness of association rules. The logical calculi of asso-
ciation rules, 4ft-quantifiers, and known classes of association rules are first in-
troduced. New 4ft-quantifiers and association rules are defined by the applica-
tion of suitable thresholds to known measures of interestingness. It is proved 
that some of the new 4ft-quantifiers are related to known classes of association 
rules with important properties. It is shown that new interesting classes of associa-
tion rules can be defined on the basis of other new 4ft-quantifiers, and several re-
sults concerning new classes are proved. Some open problems are mentioned. 

Part III, “Text and Web Mining”, is concerned with various problems and aspects of 
data mining and machine learning related to a great challenge we face nowadays that 
is related to the constantly growing role of the Internet and its related Web services 
which permeate all aspects of economy and human life. The papers in this part show 
how tools and techniques from broadly perceived machine learning and data/text min-
ing can help the human being to fully utilize the power of these new services.        

• Katharina Morik and Michael Wurst (“Clustering the Web 2.0”) present two 
approaches to clustering in the scenario of Web 2.0 with a special concern of 
understandability in this new context. In contrast to the Semantic Web type ap-
proaches which advocate ontologies as a common semantics for homogeneous 
user groups, Web 2.0 aims at supporting heterogeneous user groups where users 
annotate and organize their content without a reference to a common schema so 
that the semantics is not made explicit. However, it can be extracted by using 
machine learning and hence the users are provided with new services. 

• Miroslav Kubat, Kanoksri Sarinnapakorn, and Sareewan Dendamrongvit
(“Induction in Multi-Label Text Classification Domains”) describe an original 
technique for automated classification of text documents. It is assumed, first, 
that each training or testing example can be labeled with more than two classes 
at the same time which has serious consequences not only for the induction al-
gorithms but also for how we evaluate the performance of the induced classifier. 
Second, the examples are usually described by very many attributes which 
makes induction from hundreds of thousands of training examples prohibitively 
expensive. Results of numerical experiments on a concrete text database are 
provided. 

• Boris Mirkin, Susana Nascimento, and Luís Moniz Pereira (“Cluster-Lift 
Method for Mapping Research”) present a method for representing research ac-
tivities within a research organization by doubly generalizing them. The ap-
proach is founded on Michalski’s idea of inferential concept interpretation for 
knowledge transmutation within a knowledge structure taken here to be a con-
cept tree.. To be specific, the authors concentrate on the Computer Sciences 
area represented by the ACM Computing Classification System (ACM-CCS). 
Their cluster-lift method involves two generalization steps: one on the level of 
individual activities (clustering) and the other on the concept structure level 
(lifting). Clusters are extracted from the data on similarity between ACMCCS 
topics according to the working in the organization. Lifting leads to conceptual 
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generalization of the clusters in terms of “head subjects” on the upper levels of 
ACM-CCS accompanied by their gaps and offshoots. A real-world example of 
the representation is show. 

• Marzena Kryszkiewicz, Henryk Rybi ski, and Katarzyna Cicho  (“On 
Concise Representations of Frequent Patterns Admitting Negation”) deal with 
the discovery of frequent patterns wchich is one of the most important issues in 
the data mining field. Though an extensive research has been carried out for dis-
covering positive patterns, very little has been offered for discovering patterns 
with negation. One of the main difficulties concerning frequent patterns with 
negation is huge amount of discovered patterns as it exceeds the number of fre-
quent positive patterns by orders of magnitude. The problem can be signifi-
cantly alleviated by applying concise representations that use generalized dis-
junctive rules to reason about frequent patterns, both with and without negation. 
The authors examine three types of generalized disjunction free representations 
and derive the relationships between them. They also present two variants of al-
gorithms for building such representations. The results obtained on a theoretical 
basis are verified experimentally. 

Part IV, “Classification and Beyond”, deals with many aspects, methods, tools and 
techniques related to broadly perceived classification which is a key issue in many 
areas, notably those related to the topics of the present volume. 

• Derek Sleeman, Andy Aiken, Laura Moss, John Kinsella, and Malcolm Sim
[“A system to detect inconsistencies between a domain expert’s different perspec-
tives on (classification) tasks”] discuss the range of knowledge acquisition, in-
cluding machine learning, approaches used to develop knowledge bases for in-
telligent systems. Specifically, the paper focuses on developing techniques 
which enable an expert to detect inconsistencies in two (or more) perspectives 
which the expert might have on the same (classification) task. Further, the 
INSIGHT system is developed to provide a tool which supports domain experts 
exploring, and removing, the inconsistencies in their conceptualization of a 
task. The authors show a study of intensive care physicians reconciling two per-
spectives on their patients. The high level task which the physicians had set 
themselves was to classify, on a 5 point scale (A-E), the hourly reports pro-
duced by the Unit’s patient management system. The two perspectives provided 
to INSIGHT were an annotated set of patient records where the expert had se-
lected the appropriate class to describe that snapshot of the patient, and a set of 
rules which are able to classify the various time points on the same 5-point 
scale. Inconsistencies between these two perspectives are displayed as a confu-
sion matrix; moreover INSIGHT then allows the expert to revise both the anno-
tated datasets (correcting data errors, and/or changing the assigned classes) and 
the actual rule-set. The paper concludes by outlining some of the follow-up 
studies planned with both INSIGHT and this general approach. 

• Eduardo R. Gomes and Ryszard Kowalczyk (“The Dynamics of Multiagent 
Q-learning in Commodity Market Resource Allocation”) consider the commod-
ity market (CM) economic model that offers a promising approach for the dis-
tributed resource allocation in large-scale distributed systems. The existing  
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CM-based mechanisms apply the economic equilibrium concepts, assuming that 
price-taking entities do not engage in strategic behaviour, and in this paper the 
above issue is addressed and the dynamics of strategic learning agents in a spe-
cific type of CM-based mechanism, called iterative price adjustment, is dis-
cussed. The scenario is considered in which agents use utility functions to 
describe preferences in the allocation and learn demand functions adapted to the 
market by reinforcement learning. The reward functions used during the learn-
ing process are based either on the individual utility of the agents, generating 
selfish learning agents, or the social welfare of the market, generating altruistic 
learning agents. The authors’ experiments show that the market composed exclu-
sively of selfish learning agents achieve results similar to the results obtained by 
the market composed of altruistic agents. Such an outcome is significant for a se-
ries of other domains where individual and social utility should be maximized but 
agents are not guaranteed to act cooperatively in order to achieve it or they do not 
want to reveal private preferences. This outcome is further analyzed, and an analy-
sis of the agents' behaviour from the perspective of the dynamic process generated 
by the learning algorithm employed by them is also given. For this, a theoretical 
model of multiagent Q-learning with -greedy exploration is developed and ap-
plied in a simplified version of the addressed scenario. 

• Christian Borgelt (“Simple Algorithms for Frequent Item Set Mining”) intro-
duces SaM, a split and merge algorithm for frequent item set mining. Its core 
advantages are its extremely simple data structure and processing scheme, 
which not only make it quite easy to implement, but also very convenient to 
execute on external storage, thus rendering it a highly useful method if the 
transaction database to mine cannot be loaded into main memory. Furthermore, 
the author’s RElim algorithm is shown and different optimization options for 
both SaM and RElim are discussed. Finally, some numerical experiments com-
paring SaM and RElim with classical frequent item set mining algorithms (as, 
e.g., Apriori, Eclat and FP-growth) are given. 

• Michał Drami ski, Marcin Kierczak, Jacek Koronacki, and Jan Komorowski
(“Monte Carlo feature selection and interdependency discovery in supervised classi-
fication”) consider applications of machine learning techniques in life sciences, 
Such applications force a paradigm shift in the way these techniques are used 
because rather than obtaining the best possible classifier, it is of interest which 
features contribute best to the classification of observations into distinct classes 
and what are the interdependencies between the features. A method for finding 
a cut-off between informative and non-informative features is given, followed 
by the development of a new methodology and an implementation of a proce-
dure for determining interdependencies between informative features. The reli-
ability of the approach rests on a multiple construction of tree classifiers. Essen-
tially, each classifier is trained on a randomly chosen subset of the original data 
using only a randomly selected fraction of all of the observed features.  This 
approach is conceptually simple yet computationally demanding. The method 
proposed is validated on a large and difficult task of modelling HIV-1 reverse 
transcriptase resistance to drugs which is a good example of the aforementioned 
paradigm shift. 
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• Halina Kwa nicka and Mariusz Paradowski (“Machine Learning Methods in 
Automatic Image Annotation”) are concerned with image analysis and more 
specifically automatic image annotation which grew from such research do-
mains as image recognition and cross-lingual machine translation. Because of 
an increase in computational, data storage and data transfer capabilities of to-
days' computer technology, an automatic image annotation has become possi-
ble. Automatic image annotation methods, which have appeared during last sev-
eral years, make a large use of many machine learning approaches, with cluster-
ing and classification methods as the most frequently applied techniques to an-
notate images. The chapter consists of three main parts. In the first, some gen-
eral information concerning annotation methods is presented. In the second 
part, two original annotation methods are described. The last part presents ex-
perimental studies of the proposed methods. 

Part V, “Neural Networks and Other Nature Inspired Approaches”, deals with the 
development and applications of various nature inspired paradigms, approaches and 
techniques. Notably, diverse aspects related to neural networks, evolutionary compu-
tation, artificial immune systems, swarm heuristics, etc. are considered, showing their 
potentials and applicability. 

• Nikola Kasabov (“Integrative Probabilistic Evolving Spiking Neural Networks 
Utilising Quantum Inspired Evolutionary Algorithm: A Computational Frame-
work”) considers integrative evolving connectionist systems (iECOS) that inte-
grate principles from different levels of information processing in the brain, in-
cluding cognitive, neuronal, genetic and quantum, in their dynamic interaction 
over time. A new framework of iECOS, called integrative probabilistic evolving 
spiking neural networks (ipSNN), utilizing a quantum inspired evolutionary op-
timization algorithm to optimize the probability parameters.  Both spikes and 
input features in ipESNN are represented as quantum bits being in a superposi-
tion of two states (1 and 0) defined by a probability density function which al-
lows for the state of an entire ipESNN at any time to be represented probabilis-
tically in a quantum bit register and probabilistically optimized until conver-
gence using quantum gate operators and a fitness function. The proposed 
ipESNN is a promising framework for both engineering applications and brain 
data modeling as it offers faster and more efficient feature selection and model 
optimization in a large dimensional space in addition to revealing new knowl-
edge that is not possible to obtain using other models. As a further development 
of ipESNN, the neuro-genetic models – ipESNG, are indicated. 

• Boris Kryzhanovsky, Vladimir Kryzhanovsky, and Leonid Litinskii (“Ma-
chine Learning in Vector Models of Neural Networks”) present a review and 
some extensions of their works related to the theory of vector neural networks. 
The interconnection matrix is always constructed according to the generalized 
Hebbian rule which is well-known in machine learning area. The main principles 
and ideas are emphasized.  Analytical calculations are based on the probabilistic 
approach. The obtained theoretical results are verified via computer simulations.  
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• Hongbo Liu, Ajith Abraham, and Benxian Yue (“Nature Inspired Multi-
Swarm Heuristics for Multi-Knowledge Extraction”) present a novel application 
of two nature inspired population-based computational optimization techniques, 
namely the Particle Swarm Optimization (PSO) and Genetic Algorithm (GA), 
for rough set reduction and multi-knowledge extraction. A Multi-Swarm Syner-
getic Optimization (MSSO) algorithm is presented for rough set reduction and 
multi-knowledge extraction. In the MSSO approach, different individuals en-
codes different reducts. The proposed approach discovers the best feature com-
binations in an efficient way to observe the change of positive region as the par-
ticles proceed throughout the search space. An attempt is made to prove that the 
multi-swarm synergetic optimization algorithm converges with a probability of 
1 towards the global optimum. The proposed approach is shown to be very ef-
fective for multiple reduct problems and multi-knowledge extraction. 

• Tomasz Maszczyk, Marek Grochowski, and Włodzisław Duch (“Discover-
ing Data Structures using Meta-learning, Visualization and Constructive Neural 
Networks”) discuss first several visualization methods which have been used to 
reveal hidden data structures, thus facilitating discovery of simplest but appro-
priate data transformations which can then be used to build constructive neural 
networks. This is an efficient approach to meta-learning, based on the search for 
simplest models in the space of all data transformations, as shown in the paper.  
It can be used to solve problems with complex inherent logical structure that are 
very difficult for traditional machine learning algorithms. 

• Vladimir Golovko, Sergei Bezobrazov, Pavel Kachurka, and Leanid  
Vaitsekhovich (“Neural Network and Artificial Immune Systems for Malware 
and Network Intrusion Detection”) consider neural networks and artificial im-
mune systems as tools applicable to many problems in the area of anomaly de-
tection and recognition. Since the existing solutions use mostly static ap-
proaches, which are based on the collection of viruses or intrusion signatures, 
detection and recognition of new viruses or attacks becomes a major problem. 
The authors discuss how to overcome this problem by integrating neural net-
works and artificial immune systems for virus and intrusion detection, as well as 
combining various kinds of neural networks in a modular neural system for in-
trusion detection. 

• Alexander O. Tarakanov (“Immunocomputing for speaker recognition”) pro-
poses an approach to speaker recognition by intelligent signal processing based 
on mathematical models of immunocomputing,. The approach includes both 
low-level feature extraction and high-level ("intelligent") pattern recognition. 
The key model is the formal immune network including apoptosis (programmed 
cell death) and immunization both controlled by cytokines (messenger pro-
teins). Such a formal immune network can be formed from audio signals using a 
discrete tree transform, singular value decomposition, and the proposed index 
of inseparability in comparison with the Renyi entropy. An application to the 
recognition of nine male speakers by their utterances of two Japanese vowels is 
shown, and the proposed approach outperforms main state of the art approaches 
of computational intelligence.  



  Preface XV 

We are happy that we initiated and now are able to finalize this exceptional two-
volume editorial project the scope and size of which is extraordinary. First, and most 
importantly, we have gathered astonishingly many eminent researchers and scholars 
from all parts of the world who have been actively working on a broadly perceived 
area of machine learning, data analysis, data mining, knowledge discovery, etc.  They 
have contributed with great papers in which a synergistic and inspiring combination of 
a comprehensive state of the art material, deep technical analysis, novel applications, 
and much vision and new look on the past, present and future of the fields have been 
included. Second, the sheer size of this editorial project is exceptional, but the readers 
will obtain a rare view of what is the best, most original and promising in the areas. 
This all is certainly the best tribute that our research community can pay to Professor 
Ryszard Michalski. He had been inspiring all of us for so many years, and many of us 
owe him so much because his works, and contacts with him, have shaped our careers 
and maybe even life. 

In an email to us, sent upon submitting her chapter to our editorial project, Profes-
sor Katharina Morik summarized it all in an unsurpassed way, albeit based on just one 
personal recollection: “Ryszard would not want to have stories told and memories 
shared but just to see scientific work. Hence, I abstained from expressing my feelings 
[in the chapter submitted]. In 1986, I was just an unknown scientist in Berlin when 
inviting him to a workshop on knowledge representation and machine learning, ad-
mitting that I could not pay any royalty. To him, only the subject mattered. He came, 
and I learned a lot from him. He was kind of a godfather to machine learning those 
days, but he was open to the inductive logic programming approach which we were 
developing then. This gave me confidence that in science you don't need to have con-
nections, be famous, or offer a lot of money: just work hard, discuss, and share the 
enthusiasm, that's it. Ryszard has never lost this attitude”.

We wish to thank all the authors for their excellent contributions and an efficient col-
laboration in this huge and demanding editorial project. Special thanks are also due to 
Dr. Tom Ditzinger, Senior Editor, and Ms. Heather King, both from Engineer-
ing/Applied Sciences of Springer, who have provided much encouragement and support. 

Warsaw 
August 2009

Jacek Koronacki 
Zbigniew W. Ra

Sławomir T. Wierzcho
Janusz Kacprzyk 
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