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Abstract. This paper analyzes and evaluates, in the contExDrdology
learning, some techniques to identify and extraadidate terms to classes of a
taxonomy. Besides, this work points out some ingiescies that may be
occurring in the preprocessing of text corpus, @ragoses techniques to obtain
good terms candidate to classes of a taxonomy.
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1 Introduction

In 2001 Berners-Lee and his colleagues made knawtheé public at large the
Semantic Web [1], a short, medium and long termjegtoof the most important
agency for the Web standardization: the World Wideb Consortium (W3C). This
proposal implied deep changes that would affeat, anfact are already affecting, the
fields of creation, edition and publication of wedges and sites.

The main goal of this project is to make undersadtel for machines the Web
content [2]. However, three requirements would beessary to make it possible: a)
Web contents must be described: to this end diffel@nguages have been created,
such as RDF [3], which allows the description ofy amsource on the Web with
metadata. b) The different knowledge domains meststouctured and formalized
using ontologies [4]. ¢) Tools to interpret, conmaand merge data on a semantic
base are needed: these tools work over ontologied, they can be built using
different languages. The most important of the@VgL [5].

Nevertheless, the formalization of Semantic Web ¢6] the one hand describing
their resources and on the other hand making agieso entails a high cost in time
and money. As a result, in 2010 the Semantic Wehoisyet a reality [7] and,
although many of its technologies are already amon 8], the W3C has recently
announced that the entire project can not be aetligvless than 10 years.

To solve the first of these problems several resegroups, namely, the one that
the authors of this paper belong to, DigiDoc (itpwvw.upf.edu/digidoc), are
working in the development of editors and automasitractors of metadata (such as
DigiDocMeta: http://www.metaeditor.net). Regardiihg second issue, in 2001 a new



discipline developed, the Ontology Engineering [@¢voted to the study and the
design of applications that help to develop, mantand use these tools semi-
automatically.

In this new discipline, the process called "Ontgldgarning” [10] is very
important, which focuses on the generation of taolsmport, extract, prune, refine
and evaluate the taxonomy of an ontology semi-aatiwaly.

This work is carried out in the Ontology learninigld, and focuses on the
analysis and evaluation of techniques commonly usegropose terms [11] that
constitute the classes of the taxonomy resultinmfthis process.

This paper is structured as follows: the next sectexplains the ontology
learning process; the following section sets oetiain objectives of this research;
the third section describes the methodology ant$ taged in experimentation. Then a
discussion concerning the main results of thisaedeis presented. Finally, some
conclusions are stated.

2 Ontology learning

The Ontology learning [12] is a process carried ioittally by a human expert, and
consists basically of three stages. First, the @xgahers a corpus of documents from
the specific domain for which we want to develop tntology. Then he applies
language processing techniques [13] to extractcthedidate terms to "classes" or
"categories" of the taxonomy. And finally, usingassification algorithms he
generates a tree or graph that represents therships between the most significant
terms of the domain [14], and that constitute thehomy of the ontology (see Figure
1).
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Fig. 1. Outline of the taxonomy extraction process

Unfortunately, the implementation of this processally concludes with taxonomies
composed by inappropriate "classes" or "categaries’'many cases by their high



degree of specificity, which usually also involvik® generation of an excessive
number of them.

3 Objectives

As already mentioned, Ontology learning is a precesd as such, its quality is
determined by the quality of the worst of its stagehus, its success depends, among
other things, on: a) having a corpus of documes fthe domain to which we want
to develop the ontology; b) preprocessing propiwydocuments to extract the most
suitable terms to be used as classes or categdriies resulting taxonomy.

This paper emphasizes the latter aspect with twes:afirst, to point out some
inconsistencies that may be occurring in the pregssing of text collections; second,
demand a greater attention to this stage in thtentéxing field, and particularly in the
Ontology learning process.

With these objectives, this research analyzes avaluates some of the
preprocessing techniqgues most commonly used foettraction of the classes of a
taxonomy. These techniques come mainly from therinétion Retrieval field, eg.
the statistical measure tf-idferm Frequency - Inverse Document Frequemdygse
use is widespread in Textual Data Mining.

Finally, some new preprocessing techniques arespted, which could help to
envision and propose new approaches to obtainitigriierms candidate to classes or
categories of the taxonomies.

4 Methodology

4.1 Tools

To analyze and assess the adequacy of the prepimgéschniques normally used in

Ontology learning (as well as in Text mining) tledldwing tools and resources have

been used:

a. A corpus of documents from a specific domain.

b. Language processing programs developed ad hohifoexperimentation.

c. Software of linguistic analysis.

d. A lexical resource to control the semantic relatlips existing between terms
(more specifically, the relationship of hyperonymy)

4.1.1 Corpusof documents
The experiments were performed on the Reuters-2t6l&ction (Distribution 1.0).

This collection consists of 21,578 documents tipgteared as economy news during
1987 in the Reuters database. In these experini€hts Modified Apte Split” has



been used, which includes 12,902 documents, akxied by human experts of
Reuters Ltd. according to a set of 135 economibgests.

The choice of this database for this research isivated by its popularity,
accessibility and labelling, as well as being oh¢he largest collections used in the
clustering experiments.

4.1.2 Language processing programs

Tools made ad hoc to facilitate the statisticakpssing of documents (experiment 1).
Their objectives are: a) Removing text labels (mipping). b) Standardization of
texts (control of lower and uppercase letters, stogrds, punctuation marks,
acronyms, dates and numeric quantities). ¢) Théicgipn of a stemming algorithm
(specifically Morphy [15], the algorithm used by Ydblet).

4.1.3 Software of linguistic analysis

A tool that enables the linguistic processing ofcwtoents has been also used
(experiments 2, 3, 4, and 5). This tool is Freeliwersion 3.0), a software developed
by the “Center de Tecnologies i Aplicacions of ldeatge i la Parla” (TALP)
(http://www.talp.caff from the Polytechnic University of Catalunya (UPC

Some of its main functionalities are: tokenizatianprphological analysis,
treatment of suffixes, identification of n-grams yltword); recognition of dates,
numbers and currencies; annotations based on Wogs#xee, etc.

4.1.4 Lexical resource

The lexical resource used \WWordNet (WordNet 3.0,http://wordnet.princeton.edu/
[16]. It is a data base of lexical references.ritups words (nouns, verbs, adjectives
and adverbs) into sets of synonyms called 'synset&gh representing a lexical
concept. The senses are synsets associated witliffeeent entries (words) of
WordNet. Also, different semantic relations (menmyy hyperonymy, hyponymy,
etc.) relate the sets of synonyms.

4.2 Experiments

In this section five experiments have been defireath one corresponding to a
different preprocessing technique, and all of théafined to contrast, compare and
evaluate the terms obtained as candidates foredagigh them.
The characteristics of these five experiments canséen in table 1, which
specifies:
a. Terminology Extraction Method: i.e., the type of preprocessing that has been
applied to documents to extract the most importmns.
b. Vocabulary: it is the number of terms extracted to represkatdontent of the
collection.



c. Term Weighting: it is the statistical measure to determine the impogaof
terms [17] that describe the contents of each dectrm the collection. The
assignment of weights is made using one of thevetig techniques:

Term frecuency: this technique assigns to each term a value dquitd
frequency of repetition within the document.

Tf-idf: it is the measure most commonly used in the médion
retrieval and Text mining fields. This measure gissito terms the value
obtained after dividing the frequency of a ternthia document between
the frequency of the same term throughout theenttlection.

Tf-Mod1: This measure has been proposed by the authors, Each
term obtains the value from the sum of its freqyeimcthe document
and the frequency of the same term throughoutdheation.

Tf-Mod2: this measure has been also proposed by the authod
supposes a slight variation from the previous dnethis case, the
weight of each term is obtained by dividing theueabbtained in Tf-
Mod1 between the quantity of terms contained indbeument.

d. Relevance of termsin the collection: it is the method used to propose the most
representative terms of the collection as a whBsically, this measure helps to
generate, for each experiment, a ranking that sbeserms of the vocabulary
according to their importance (or significance) floe collection. To do that, two
measures have been used:

Mutual information (M1): is a measure widely used in the Information
Theory and the Probability Theory fields, whichimsttes, from the
weights of the terms, which are the most signifid@nms to represent
the contents of the collection [18].

Overall frequency of the terms (OF): we have applied this measure in
the experiments that use the term weighting teclasgroposed by the
authors. Here the terms are arranged in a rankasgdon their overall
frequency in the collection.

Table 1. Characteristics of the preprocessing techniques.

Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5

Terms Statistical processing Software of | Software of | Software | Software
Extraction of documents: linguistic linguistic of of
Method stripping, control of | analysis analysis linguistic | linguistic

lower and uppercase| “Freeling” | “Freeling” | analysis analysis

letters, stop words, “Freeling” | “Freeling”

punctuation marks,

acronyms, dates and

numeric quantities,

application of

stemming algorithms
Vocabulary | 10.877 3.787 3.787 3.787 3.787
Term Term frecuency Term TH-idf Tf-Mod1l | Tf-Mod2
Weighting frecuency
Relevance of | Ml Ml MI OF OF
terms




5 Reaults

Once the terms candidate to classes have beerttextrat is necessary to begin the
analysis of results based on the following criteria

1. Similarity among terms proposed by each exparime
2. Coverage of keywords assigned by human expeeiars.
3. Semantics of the terms proposed.

5.1 Similarity of the terms proposed by the experiments.

The first analysis involves the comparison of tients proposed by each experiment,
to determine their degree of similarity. To thisdethe extracted terms are sorted
according to their degree of relevance and arepgaunto sets, so as to obtain the
10, 50, 100, 200, 300, 400 and 500 most signifitenmis of each experiment.

Then, these sets are compared with each otherinolgathe percentages of
similarity between the different experiments (Tabje

When analysing the data of this table we must heamind that when we
increase the number of terms compared, the sitidarialso increase, especially
among the experiments 2, 3, 4 and 5, since all warthe same set of terms, but each
of them sort these terms differently. Thereforeliterms are compared, the level of
coincidence of these four experiments would necigdee 100%.

Note also that the data from those experimentsghate a high similarity with
the analyzed experiment have been marked in bottljraitalics those data (specially
Exp. 3) which are characterized by low similarity.

Table 2. Similarity of the terms proposed by the experitaen

T10 | T50 | T100 T200 T300 T400 T500
Exp.2 [30% | 32% |34% 34,50% |42% 43% 42%
Exp. 1Vs. Exp.3 |0 6% |10% 15,50% [19,30% [26,25% |28,20%
Exp.4 |40% [44% |47% 51,50% |50,30% |50% 48,40%
Exp.5 [30% |48% |47% 49% 49,60% |49,50% |[47,80%

Exp.3 |30% |60% |61% |6550% | 66,60% | 7550% | 77%
Exp.2vs. |EXp.4 |40% | 42% | 48% | 58,50% | 6530%| 67,50%  70,20%
Exp.5 |20% | 40% | 46% | 57,50% | 62,60%| 67,25%  69,60%

Exp3vs. |Exp.4 |0 [8% |15% |27% 33,60% |42,75% |48%
Exp.5 |0 [8% [15% |26,50% [32,60% |44,25% |48%

Exp.4vs. |Exp.5 |60% |72% |84% 87,50% 87% 87,75% 89,80%




In table 2 we can see that the Exp. 1 has a lowepésge of matching up with the
Exp. 3, but presents a relatively high percentafesimilarity with the rest of
experiments.

Exp. 2 also has a high degree of coincidence vilteroexperiments, being quite
significant its similarity with Exp. 3, especialigom fifties terms (T50).

Exp. 3 shows a high coincidence with Exp. 2 (at Ty already share the 60%
of their terms) and low matching with other expegits.

Exp. 4 has a high percentage of similarity with exkpents 1, 2 and 5, and
particularly with the latter, with which shares 6086 its terms from tenth terms
(T10). However, it is also significant its low ragécoincidence with Exp. 3.

Exp. 5 has the same behaviour than Exp. 4, witemaarkable percentage of
similarity with Exp. 4.

The analysis of these results reveals that theeeeaperiments with a high
similarity, such as the Exp. 2 and Exp. 3, whiatmfrnow on will be called "Group
1", and Exp. 4 and Exp. 5, and that from here oniihbe called "Group 2".

5.2 Coverage of keywords assigned by human experts.

The corpus of documents used in these analysesdesgibed by human experts
from Reuters Ltd., using 135 keywords from the ecoic field. In this work is
interesting to evaluate the degree of coverage ttiede five experiments make of
these keywords. The fewer words an experiment neead®ver keywords used by
human experts, the better its coverage. The tabloo®s the percentages of coverage
of these experiments.

Table 3. Coverage of the keywords assigned by human expert

Group 1 Group 2
Coverage Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5
10 0 0 0 0 0
50 0,74% 3,70% 3,70% 0,74% 1,48%

100 1,48% 8,14% 8,14% 2,22% 2,96%

200 8,88% 22,96% [2592% |1259% |14,07%
300 14,07% |26,66% [31,85% |16,29% |[17,77%
400 16,29% [31,11% [34,81% |19,25% |22,96%
500 17,77% [34,07% |37,03% |24,44% |27,40%
600 18,51% [36,29% |37,03% |26,66% |28,88%
700 20% 37,03% [37,77% |30,37% |32,59%
800 21,48% [39,25% |38,51% [32,59% |34,07%
900 2444% [41,48% |42,96% [32,59% |34,07%
1000 26,66% |42,22% [44,44% |34,07% |35,55%
2000 3851% |5259% |52,59% |[51,11% |[51,11%
3787 50,37% [55,55% |55,55% |5555% |55,55%




Table 3 shows that none of these experiments exaihdeywords proposed by
human indexers, being the maximum coverage of tb&®sb5%. This percentage is
obtained only by experiments that extracted theims using the software of
linguistic analysis (Exp. 2, 3, 4, and 5). Furtherey experiments in Group 1
achieved greater coverage of these keywords, hbmd@xp. 3 the one that provides
the best coverage with a lower number of terms.

5.3 Semantics of the terms proposed.
Finally, it is analyzed the semantic value of tharts proposed by each experiment.
Table 4 shows the top ten terms each experimemtogeal as more representative of

the collection:

Table4. The ten most relevant terms proposed by expetsnen

Group 1 Group 2

Terms Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5
1 say nil cattle pct pct
2 dollar pct cooperative year year
3 pct rate nil share share
4 year bank buffer company company
5 bank bond cocoa loss rate
6 ct stock beef bank profit
7 billion cattle soybean price loss
8 share trade cotton market sale
9 company buffer acre rate country
10 US dollar farm stock month

A human expert analysis of these data concludeGhatip 1, and especially Exp. 3,
is characterized by its high level of specificifyhis is because Exp. 3 extracts its
terminology using the technique tf.idf, which issdged to identify those terms that
best discriminate a document from others. This niphe, combined with the
calculation of mutual information, makes its tetmse very specific.

In contrast, Group 2 recommends sets of termsatteatipparently more general,
and, a priori, closer to classes of a taxonomy. él@s, these observations are made
by human experts (authors, in this case), and cheldsubjective. It would be
interesting to be able to evaluate automaticaléydiegree of specificity of these sets
of terms.

WordNet has been used with this aim, and we haeecked the number of
hypernyms that this linguistic resource associatethe first 20 terms proposed by
Exp. 3 and Exp. 5. As a result, 92 hypernyms leenobtained for Exp. 3, and 71
hypernyms for Exp. 5. This finding confirms thaetterms proposed by Exp. 5 are
more general and, in consequence, probably closelasses or categories, that was
the original goal of this experiment.



6 Conclusions

From the results observed in the analyses perfomeecdonclude that:

a. The experiments that used an application of linguisnalysis, and specifically
through the selection of nouns that appear in thdst obtained a greater
coverage of keywords proposed by human expert®, Aty extracted a lower
number of terms and, in consequence, entailed @rlosmputational cost.
Besides, terms proposed for these experiments shegemantics closer to that
required by the classes of a taxonomy.

b. As a consequence of what is mentioned in the pusvéection, we remove from
this analysis the Exp. 1. The rest of experimeats lze divided into two groups
according to their similarity. In the case of Grdughis similarity may be due to
the use of techniques from the Information retridiedd, which let us to extract
a terminology characterized by its level of spedii In contrast, in Group 2 the
similarity is motivated by the importance giventh® cumulative frequency of
the terms in the collection, which the authors ps#pto identify terms closer to
classes or categories.

c. In each one of these two groups there is an expatithat stands out for its high
coverage of the keywords proposed by human indexerhe case of Group 1
the Exp. 3 has the greatest coverage, whereaseincase of Group 2 the
experiment with more coverage is Exp. 5. Furtheanaince the level of
coincidence between the terms of these experiment®ry low, it could be
interesting to join them in a new approach, thatidncrease the percentage of
keywords covered with a smaller number of terms.

d. Finally, the results obtained in this work showttliave want to identify terms
closer to classes or categories, it is better topusprocessing techniques such as
those proposed in Exp. 4 and Exp. 5, better thanogghes from the Information
Retrieval field.
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