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Abstract. Intelligent tutors have become increasingly accurate at detecting 
whether a student knows a skill at a given time. However, these models do not 
tell us exactly at which point the skill was learned. In this paper, we present a 
machine-learned model that can assess the probability that a student learned a 
skill at a specific problem step (instead of at the next or previous problem step). 
Implications for knowledge tracing and potential uses in “discovery with 
models” educational data mining analyses are discussed, including analysis of 
which skills are learned gradually, and which are learned in “eureka” moments. 
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1   Introduction 

In recent years, educational data mining and knowledge engineering methods have led 
to increasingly precise models of students’ knowledge as they use intelligent tutoring 
systems. The first stage in this progression was the development of Bayes Nets and 
Bayesian frameworks that could infer the probability that a student knew a specific 
skill at a specific time from their pattern of correct responses and non-correct 
responses (e.g. errors and hint requests) up until that time [cf. 13, 18, 25].  

In recent years, a second wave of knowledge modeling has emerged, which 
attempts to predict student knowledge more precisely based on information beyond 
just correctness. Beck et al [8] differentiated help requests from errors – however, 
doing so did not significantly improve predictive power. Baker, Corbett, & Aleven [3, 
4] extended Bayesian Knowledge Tracing with contextualized estimation of the 
probability that the student guessed or slipped, leading to better prediction of future 
correctness. More recent work has suggested that the exact framework  from [3, 4] 
leads to poorer prediction of post-test scores, but that information on contextual slip 
can be used in other fashions to predict post-test scores more precisely than existing 
methods [6]. Other knowledge tracing frameworks have attempted to model 
performance on problems or problem steps that involve multiple skills at the same 
time [cf. 21, 22], and have focused on predicting a student’s speed of response in 
addition to just correctness [cf. 20]. 

Creating more precise models of student learning has several benefits. First of all, 
to the extent that student practice is assigned based on knowledge assessments [cf. 



13], more precise knowledge models will result in better tailoring of practice to 
individual student needs [cf. 10]. Second, models of student knowledge have become 
an essential component in the development of models of student behavior within 
intelligent tutoring systems, forming key components of models of many constructs, 
including models of appropriate help use [1], gaming the system [5, 27], and off-task 
behavior [2, 11]. More precise knowledge models can form a more reliable 
component in these analyses, and reduce the noise in these models.  

However, while these extensions to educational data mining have created the 
potential for more precise assessment of student knowledge at a specific time, these 
models do not tell us when the knowledge was acquired. In this paper, we will 
introduce a model that can infer the probability that a student learned a skill at a 
specific step during the problem-solving process. Note that this probability is not 
equal to P(T) in standard Bayesian Knowledge Tracing (a full explanation will be 
given later in this paper). Creating a model that can infer this probability will create 
the potential for new types of analyses of student learning, as well as making existing 
types of analyses easier to conduct. For example, this type of approach may allow us 
to study the differences between gradual learning (such as strengthening of a memory 
association [cf.20]) and learning given to “eureka” moments, where a skill is suddenly 
understood [cf. 17]. Do different skills lead to each type of learning?  

To give another example, studying which items are most effective (and in which 
order they are most effective) [cf. 9, 23] will be facilitated with the addition of a 
concrete numerical measure of immediate learning. Similarly, studying the 
relationship between behavior and immediate learning is more straightforward with a 
concrete numerical measure of immediate learning. Prior methods for studying these 
relationships have required either looking only at the single next performance 
opportunity [cf. 12], a fairly coarse learning measure, or have required interpreting the 
difference between model parameters in Bayesian Knowledge Tracing [cf. 8], a non-
trivial statistical task. Creating models of the moment of learning may even enable 
distinctions between behaviors associated with immediate learning and behaviors 
associated with learning later on, and enable identification of the antecedents of later 
learning.  For example, perhaps some types of help lead to better learning, but the 
difference is only seen after additional practice has occurred. 

In the following sections, we will present an approach for labeling data in terms of 
student immediate learning, a machine-learned model of student immediate learning 
(and indicators of goodness of fit), and an example of the type of “discovery with 
models” analysis that this type of model enables. In that analysis, we will investigate 
whether learning is differentially “spiky” between different skills, with learning 
occurring abruptly for some skills, and more gradually for other skills.  

2   Data  

The analyses discussed in this paper are conducted on data from 232 students’ use 
of a Cognitive Tutor curriculum for middle school mathematics [16], during the 2002-
2003 school year. All of the students were enrolled in mathematics classes in one 
middle school in the Pittsburgh suburbs which used Cognitive Tutors two days a week 



as part of their regular mathematics curriculum, year round. None of the classes were 
composed predominantly of gifted or special needs students. The students were in the 
6th, 7th, and 8th grades (approximately 12-14 years old), but all used the same 
curriculum (it was an advanced curriculum for 6th graders, and a remedial curriculum 
for 8th graders). 

Each of these students worked through a subset of 35 different lessons within the 
Cognitive Tutor curriculum, covering a diverse selection of material from the middle 
school mathematics curriculum. Middle school mathematics, in the United States, 
generally consists of a diverse collection of topics, and these students’ work was 
representative of that diversity, including lessons on combinatorics, decimals, 
diagrams, 3D geometry, fraction division, function generation and solving, graph 
interpretation, probability, and proportional reasoning. These students made 581,785 
transactions (either entering an answer or requesting a hint) on 171,987 problem steps 
covering 253 skills. 290,698 additional transactions were not included in either these 
totals or in our analyses, because they were not labeled with skills, information 
needed to apply Bayesian Knowledge Tracing. 

3   Detecting the Moment of Learning  

In this paper, we introduce a model that predicts the probability that a student has 
learned a specific skill at a specific problem step. We refer to this probability as P(J), 
short for “Just Learned”. This model is developed using a procedure structurally 
similar to that in [3, 4], using a two-step process. First, predictions of student 
knowledge from standard Bayesian Knowledge Tracing are combined with data from 
future correctness and applications of Bayes’ Theorem. This process generates labels 
of the probability that a student learned a skill at a specific problem step. Then a 
model is trained, using a broader feature set with absolutely no data from the future, 
to predict the labeled data.  
 
3.1 Labeling Process 
 
The first step of our process is to label each first student action on a step in the data 
set with the probability that the student learned the skill at that time, to serve as inputs 
to a machine learning algorithm. We label each student problem step (N) with the 
probability that the student learned the skill at that step. Specifically, our working 
definition of “learning at step N” is learning the skill between the instant after the 
student enters their first answer for step N, and the instant that the student enters their 
first answer for step N+1.  

We label step N using information about the probability the student knew the skill 
before answering on step N (from Bayesian Knowledge Tracing) and information on 
performance on the two following steps (N+1, N+2). Using data from future actions 
gives information about the true probability that the student learned the skill during 
the actions at step N. For instance, if the student probably did not know the skill at 
step N (according to Bayesian Knowledge Tracing), but the first attempts at steps 
N+1 and N+2 are correct, it is relatively likely that the student learned the skill at step 



N. Correspondingly, if the first attempts to answer steps N+1 and N+2 are incorrect, it 
is relatively unlikely that the student learned the skill at step N. 

We assess the probability that the student learned the skill at step N, given 
information about the actions at steps N+1 and N+2 (which we term A+1+2), as: 

 
P(J) = P(~Ln ^ T | A+1+2 ) 

 
Note that this probability is assessed as P(~Ln ^ T), the probability that the student 

did not know the skill and learned it, rather than P(T). Within Bayesian Knowledge 
Tracing, the semantic meaning of P(T) is actually P(T | ~Ln): P(T) is the probability 
that the skill will be learned, if it has not yet been learned. P(T)’s semantics, while 
highly relevant for some research questions [cf. 8, 16], are not an indicator of the 
probability that a skill was learned at a specific moment. This is because the 
probability that a student learned a skill at a specific step can be no higher than the 
probability that they do not currently know it. P(T), however, can have any value 
between 0 and 1 at any time. For low values of P(Ln), P(T) will approximate the 
probability that the student just learned the skill P(J), but for high values of P(Ln), 
P(T) can take on extremely high values even though the probability that the skill was 
learned at that moment is very low.  

We can find P(J)’s value with a function using Bayes’ Rule: 
 

ܲሺ~࡭ |ࢀ^࢔ࡸା૚ା૛ሻ ൌ
ܲሺ࡭ା૚ା૛| ~ࢀ ^࢔ࡸ ሻ כ ܲሺ~ࢀ^࢔ࡸሻ

ܲሺ࡭ା૚ା૛ሻ
 

 
The base probability P(~Ln ^ T) can be computed fairly simply, using the 

student’s current value for P(~Ln) from Bayesian Knowledge Tracing, and the 
Bayesian Knowledge Tracing model’s value of P(T) for the current skill: 

 
ܲሺ~ࢀ^࢔ࡸሻ ൌ ܲሺ~࢔ࡸሻܲሺࢀሻ 

 
The probability of the actions at time N+1 and N+2, P(A+1+2), is computed as a 

function of the probability of the actions given each possible case (the skill was 
already known, the skill was unknown but was just learned, or the skill was unknown 
and was not learned), and the contingent probabilities of each of these cases. 

 
ܲሺ࡭ା૚ା૛ሻ ൌ  ܲሺ࡭ା૚ା૛ | ࢔ࡸሻ ܲሺ࢔ࡸሻ ൅  ܲሺ࡭ା૚ା૛| ~ࢀ^࢔ࡸሻ ܲ൫~࢔ࡸ ൯ࢀ^  

൅  ܲሺ࡭ା૚ା૛| ~ࢀ~^࢔ࡸሻ ܲሺ~ࢀ~^࢔ࡸሻ 
 
The probability of the actions at time N+1 and N+2, in each of these three cases, is 

a function of the Bayesian Knowledge Tracing model’s probabilities for guessing (G), 
slipping (S), and learning the skill (T). Correct answers are notated with a C and non-
correct answers (e.g. errors or help requests) are notated with a ~C. 
 
ܲሺ࡭ା૚ା૛ ൌ ,࡯ ሻ࢔ࡸ |࡯ ൌ ܲሺ~ࡿሻଶ  ܲሺ࡭ା૚ା૛ ൌ ,࡯ ሻ࢔ࡸ |࡯~ ൌ ܲሺࡿሻܲሺ~ࡿሻ 
ܲሺ࡭ା૚ା૛ ൌ ,࡯~ ሻ࢔ࡸ |࡯ ൌ  ܲሺࡿሻܲሺ~ࡿሻ  ܲሺ࡭ା૚ା૛ ൌ ,࡯~ ሻ࢔ࡸ |࡯~ ൌ ܲሺࡿሻଶ 
ܲሺ࡭ା૚ା૛ ൌ ,࡯ ሻࢀ^࢔ࡸ~ |࡯ ൌ ܲሺ~ࡿሻଶ  ܲሺ࡭ା૚ା૛ ൌ ,࡯ ሻࢀ^࢔ࡸ~ |࡯~ ൌ ܲሺࡿሻܲሺ~ࡿሻ 
ܲሺ࡭ା૚ା૛ ൌ ,࡯~ ሻࢀ^࢔ࡸ~ |࡯ ൌ  ܲሺࡿሻܲሺ~ࡿሻ ܲሺ࡭ା૚ା૛ ൌ ,࡯~ ሻࢀ^࢔ࡸ~ |࡯~ ൌ ܲሺࡿሻଶ 
ܲሺ࡭ା૚ା૛ ൌ ,࡯ ሻࢀ~^࢔ࡸ~ |࡯ ൌ ܲሺࡳሻܲሺ~ࢀሻܲሺࡳሻ ൅ ܲሺࡳሻܲሺࢀሻܲሺ~ࡿሻ 



ܲሺ࡭ା૚ା૛ ൌ ,࡯ ሻࢀ~^࢔ࡸ~ |࡯~ ൌ ܲሺࡳሻܲሺ~ࢀሻܲሺ~ࡳሻ ൅ ܲሺࡳሻܲሺࢀሻܲሺࡿሻ 
ܲሺ࡭ା૚ା૛ ൌ ,࡯~ ሻࢀ~^࢔ࡸ~ |࡯ ൌ ܲሺ~ࡳሻܲሺ~ࢀሻܲሺࡳሻ ൅ ܲሺ~ࡳሻܲሺࢀሻܲሺ~ࡿሻ 
ܲሺ࡭ା૚ା૛ ൌ ,࡯~ ሻࢀ~^࢔ࡸ~ |࡯~ ൌ ܲሺ~ࡳሻܲሺ~ࢀሻܲሺ~ࡳሻ ൅ ܲሺ~ࡳሻܲሺࢀሻܲሺࡿሻ 
 

Once each action is labeled with estimates of the probability P(J) that the student 
learned the skill at that time, we use these labels to create machine-learned models 
that can accurately predict P(J) at run-time. The original labels of P(J) were 
developed using future knowledge, but the machine-learned models predict P(J) using 
only data about the action itself (no future data).  
 
3.2 Features 
 
For each problem step, we used a set of 25 features describing the first action on 
problem step N. The features used in the final model are shown in Table 1. 23 of 
those features were previously distilled to use in the development of contextual 
models of guessing and slipping [cf. 3, 4]. These features had in turn been used in 
prior work to develop automated detectors of off-task behavior [2] and gaming the 
system [5].  

The 24th and 25th features were used in prior models of gaming the system and off-
task behavior, but not in prior contextual models of guessing and slipping. These 
features are the probability that the student knew the skill before the first attempt on 
action N, P(Ln-1), and the probability that the student knew the skill after the first 
attempt on action N, P(Ln). There are some arguments against including these 
features, as P(~Ln) is part of the construct being predicted, P(~Ln ^ T). However, the 
goal of this model is to determine the probability of learning, moment-by-moment, 
and the students’ current and previous knowledge levels, as assessed by Bayesian 
Knowledge Tracing, are useful information towards this goal. In addition, other 
parameters in the model will be more interpretable if these terms are included.  
Without these terms, it would be difficult to determine if a parameter was predicting T 
or ~Ln. With these terms, we can have greater confidence that parameters are 
predictive of learning (not just whether the skill was previously unknown), because Ln 
is already accounted for in the model. However, in accordance with potential validity 
concerns stemming from including P(Ln-1) and P(Ln) in the model, we will also 
present goodness-of-fit statistics from a model not including these features. 

While it is possible that features tailored to researchers’ intuitions of what sorts of 
behaviors ought to predict moment-to-moment learning might perform better than 
these re-used features, the repeated utility of these features in model after model 
suggests that these features capture constructs of general applicability. Nonetheless, it 
will be valuable to consider additional features in future models of P(J).  An 
additional aspect to consider with regards to the features is which actions the features 
are distilled for. As these features involve the first action at problem step N, they 
represent the student’s behavior at the moment right before learning, more than the 
student’s behavior exactly at the moment of learning (which takes place in our model 
after the first action of problem step N and before the first action of problem step 
N+1, as previously discussed). As such, the model’s features should perhaps be 
interpreted as representing immediate antecedents of the moment of learning, as 
opposed to the exact characteristics of the moment of learning itself. Despite this 



limitation of our feature set, the model is still accurate at identifying the moment of 
learning (as discussed below). However, extending the model with a new set of 
features relevant to subsequent actions on problem step N (e.g. the second action to 
the last action) may improve model accuracy and interpretability.  
 
3.3 Machine Learning 
 
Given the labels and the model features for each student action within the tutor, two 
machine-learned models of P(J) were developed. As discussed above, one model used 
all 25 features, the other model only used the 23 features from [3, 4]. Linear 
regression was conducted within RapidMiner [19]. All reported validation is batch 6-
fold cross-validation, at the student level (e.g. detectors are trained on five groups of 
students and tested on a sixth group of students). By cross-validating at this level, we 
increase confidence that detectors will be accurate for new groups of students. Linear 
Regression was tried both on the original feature sets and on interaction terms of the 
features; slightly better cross-validated performance was obtained for the original 
feature sets, and therefore we will focus on the models obtained from this approach. 
 
3.4   Results 
 
The model with 25 features, shown in Table 1, achieved a correlation of 0.446 to the 
labels, within 6-fold student-level cross-validation. The model with only 23 features 
achieved a weaker correlation of 0.301.  

We can compute the statistical significance of the difference in correlation in a 
way that accounts for the non-independence between students, by computing a test of 
the significance of the difference between two correlation coefficients for correlated  
 
Table 1. The machine learned model of the probability of learning at a specific 
moment. In the unusual case where output values fall outside the range {0,1}, they are 
bounded to 0 or 1. 

Feature P(J) = 
Answer is correct - 0.0023 
Answer is incorrect + 0.0023 
Action is a help request - 0.00391 
Response is a string + 0.01213 
Response is a number + 0.01139 
Time taken (SD faster (-) / slower (+) than avg across all students) + 0.00018 
Time taken in last 3 actions (SD off avg across all students) + 0.000077 
Total number of times student has gotten this skill wrong total - 0.000073 
Number of times student requested help on this skill, divided by number of problems - 0.00711 
Number of times student made errors on this skill, divided by number of problems + 0.0013 
Total time taken on this skill so far (across all problems), in seconds + 0.0000047 
Number of last 5 actions which involved same interface element - 0.00081 
Number of last 8 actions that involved a help request + 0.00137 
Number of last 5 actions that were wrong + 0.00080 
At least 3 of last 5 actions involved same interface element & were wrong - 0.037 
Number of opportunities student has already had to use current skill - 0.0000075 
F24: The probability the student knew the skill, after the current action (Ln)  - 0.053 
F25: The probability the student knew the skill, before the current action (Ln-1) + 0.00424 
Constant Term + 0.039 



samples [cf. 14] for each student, and then aggregating across students using 
Stouffer’s Z [23].  According to this test, the difference between the two models is 
highly statistically significant, Z=116.51, p<0.0001. 

Although correlation was acceptable, one limitation of this model is that it tended 
to underestimate values of P(J) that were relatively high in the original labels. While 
these values remained higher than the rest of the data (hence the model’s reasonable 
correlation to the labels), they were lower, in absolute terms, than the original labels. 
This problem could be addressed by weighting the (rarer) high values more heavily 
during model-fitting, although this approach would likely reduce overall correlation. 

As with any multiple-parameter linear regression model (and most other model 
frameworks as well), interpretability of the meaning of any parameter in specific is 
not entirely straightforward. This is because every parameter must be considered in 
the context of all of the other parameters – often a feature’s sign can flip based on the 
other parameters in the model. Hence, significant caution should be taken before 
attempting to interpret specific parameters as-is. It is worth noting that approaches 
that attempt to isolate specific single features [cf. 8] are significantly more 
interpretable than the internal aspects of a multiple parameter regression model such 
as this one. It is also worth remembering that these features apply to the first action of 
problem step N whereas the labels pertain to the student’s learning between the first 
action of problem step N and the first action of problem step N+1. Hence, the features 
of this model can be interpreted more as representing the antecedents of the moment 
of learning than as representing the moment of learning itself – though they do 
accurately predict the moment of learning. 

One interesting aspect of this model (and the original labels) is that the overall 
chance of learning a skill on any single step is relatively low within this tutor. 
However, there are specific circumstances where learning is higher. Many of these 
circumstances correlate to time spent, and the student’s degree of persistence in 
attempting to respond. Larger numbers of past errors appear to predict more current 
learning than larger numbers of past help requests, for instance. This result appears at 
a surface level to be in contrast to the findings from [8], but is potentially explained 
by the difference between learning from requesting help once – the grain-size studied 
in [8] – and learning from requesting the same help sequence many times. It may be 
that learning from errors [cf. 26] is facilitated by making more errors, but that 
learning from help does not benefit from reading the same help multiple times.  

4   Studying the Spikiness of Student Learning 

A key way that the model presented here can be scientifically useful is through its 
predictions, as components in other analyses. Machine-learned models of gaming the 
system, off-task behavior, and contextual slip have proven useful as components in 
many other analyses [cf. 2, 12, 27]. Models of the moment of student learning may 
turn out to be equally useful.  



 
Fig. 1. A relatively “spiky” graph of a student’s performance on a specific skill, 
indicating eureka learning (left), and a relatively smooth graph, indicating more 
gradual learning (right). The X axis shows how many problem steps have involved 
the current skill, and the Y axis shows values of P(J). 

 
One research area that models of the moment of student learning may shed light on 

is the differences between gradual learning (such as strengthening of a memory 
association [cf. 20]) and learning given to “eureka” moments, where a skill is 
understood suddenly [cf. 17]. Predictions of momentary learning for a specific student 
and skill can be plotted, and graphs which are “spiky” (e.g. which have sudden peaks 
of learning) can be distinguished from flatter graphs, which indicate more gradual 
learning. Examples of students experiencing gradual learning and eureka learning are 
shown in Figure 1.  Note that the graph on the left in Figure 1 shows two spikes, 
rather than just one spike, a fairly common pattern in our data. Understanding why 
some spiky graphs have two spikes, and others have just one, will be an important 
area for future investigation. The degree to which learning involves a eureka moment 
can be quantified through a measure of “spikiness”, defined as the maximum value of 
P(J) for a student/skill pair, divided by the average value of P(J) for that same 
student/skill pair. This measure of spikiness is bounded between 1 (minimum 
spikiness) and positive infinity (maximum spikiness).  

Spikiness may be influenced by the number of opportunities to practice a skill, as 
more opportunities may (by random variation) increase the potential maximum value 
of P(J). Therefore, to compare spikiness between skills, we only consider skills 
practiced at least 6 times, and only consider the first 20 steps relevant to that skill. 
Spikiness values range for skills between {1.12, 113.52}, M=8.55, SD=14.62. A 
valuable area of future work would be to study what characterizes the skills that have 
high spikiness and low spikiness. Spikiness values range for students between {2.22, 
21.81}, M=6.81, SD=3.09, considerably less spikiness (on the whole) than the 
differences in spikiness seen between skills. Interestingly, however, a student’s 
spikiness is a good predictor of their final knowledge; the correlation between a 
student’s average final P(Ln) and their average spikiness is a very high 0.71, which is 
statistically significantly different than chance, F(1,228)=230.19, p<0.0001. This 
result suggests that learning spikes may be an early predictor of whether a student is 
going to achieve good learning of specific material.  



5  Discussion and Conclusions 

In this paper, we have presented a first model of P(J), the probability that a student 
learned a specific skill on a specific opportunity to practice and learn that skill. 
Though this model builds off of past attempts to contextualize student modeling [e.g. 
3, 4] and to study the impact of different events on learning [e.g. 8, 23], this model is 
distinct from prior models of student learning, focusing on assessing the likelihood of 
learning on individual problem steps. We show that the model achieves acceptable 
correlation to the labels of this construct; there is still considerable room for 
improvement, potentially achievable through broadening the feature set.  

We also show that the model’s assessments of P(J) can be used to distill a 
secondary measure, the “spikiness” of learning, defined as the maximum momentary 
learning, divided by the average momentary learning. We find that a student’s 
spikiness is an excellent predictor of their final knowledge, and that skills have 
greater variance in spikiness than students. Studying which aspects of skills predicts 
spikiness may be a valuable tool for further research into what types of skills are 
learned gradually or through “eureka” experiences. In addition, given the correlation 
between spikiness and final knowledge, models of P(J) are likely to prove useful for 
student knowledge modeling, as contextual guess and slip have been [e.g. 3, 4], and in 
the long term may lead to more effective adaptation by Intelligent Tutoring Systems.   
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