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Abstract. The information processing capabilities of many proteins are
currently unexplored. The complexities and high dimensional parameter
spaces make their investigation impractical. Difficulties arise as limited
resources prevent intensive experimentation to identify repeatable be-
haviours. To assist in this exploration, computational techniques can be
applied to efficiently search the space and automatically generate proba-
ble response behaviours. Here an artificial experimenter is discussed that
aims to mimic the abilities of a successful human experimenter, using
multiple hypotheses to cope with the small number of observations prac-
ticable. Coupling this approach with a lab-on-chip platform currently
in development, we seek to create an autonomous experimentation ma-
chine capable of enzyme characterisation, which can be used as a tool
for developing enzymatic computing.

1 Introduction

Elementary molecular computing has been composed of synthetic molecules used
as logical operators [1]. Biomolecules too, for example DNA [2] and enzymes [3],
have been employed as Boolean logic gates. However, given the structural com-
plexity of enzymes, and recognising the influence the chemical environment has
over enzymatic behaviour, it would appear that enzymatic behaviour is not lim-
ited to simple Boolean logic behaviour. Instead, by moving beyond mimicking
digital electronics, characterising the response behaviour of enzymes could sup-
port new modes of information processing, and ultimately facilitate the appli-
cation of enzymatic computers [3]. However, resources are typically very limited
compared to the large parameter spaces, preventing detailed investigation of be-
haviours. Effective choice of experiments and a physical platform that minimises
resource requirements per experiment, would therefore be desirable.

In consideration here is an artificial experimenter, comprising of a set of
machine learning techniques that analyse experimental observations to propose
possible hypotheses and determine experiments to perform to test those hypothe-
ses. A key problem for the artificial experimenter is how to produce hypotheses
from small amounts of observations. Additionally, as experiments can in some
cases be unreliable, resulting in erroneous observations not representative of the
true underlying behaviours present, the development of hypotheses must also
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Fig. 1. Flow of experimentation between an artificial experimenter and an automated
experimentation platform. A prototype of the lab-on-chip platform in development is
shown.

take into consideration the validity of an observation. We use a multiple hy-
potheses technique, whereby observations that are considered by the artificial
experimenter to be potentially erroneous, are considered both erroneous and
valid in parallel through multiple competing hypotheses, until further experi-
mentation can provide clarity. The ability of a computational system to consider
many thousands of hypotheses simultaneously, provides an advantage over a hu-
man experimenter, who can contemplate only a much more limited number of
hypotheses.

Also in development is a lab-on-chip platform, where multiple laboratory
functions, for instance on-chip optical absorbance measurement, pumping and
mixing, are fully automated [4]. The platform uses microfluidic technology to
minimise consumption of chemicals per experiment [5]. As shown in Fig. 1, the
artificial experimenter described here can be coupled to such an automated plat-
form to allow for autonomous experimentation. In the following, existing tech-
niques for autonomous experimentation are considered in Section 2, the specifi-
cation of requirements and prototype methods for an artificial experimenter are
presented in sections 3, 4 and 5, with initial results considered in Section 6.

2 Existing Approaches

Active learning provides many techniques for determining the next experiment
to perform [6, 7]. However, these techniques often look at a simplified view of
experimentation, for example where the problem is that of binary classification
and there is no noise in the classification [8]. These techniques typically provide
mathematical guarantees, such as converging to the optimal hypothesis or de-
creases in the prediction error. However, first the assumptions made and second
the high number of experiments required by these approaches, make them in-
feasible for problem domains of interest here. Approaches that do look at more
complicated problems, such as response prediction with noisy observations, are
evaluated based on the use of several hundred experiments per parameter di-
mension [9, 10], not suitable for the present problem.

Existing artificial experimenter techniques that have been applied to real ex-
perimentation, often take more ad-hoc approaches so as to try and mimic the
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techniques employed by successful experimenters. For example, the work of Hans
Krebs to discover the urea cycle was used as a case study to develop heuristics for
scientific discovery in the KEKADA system [11]. One of the heuristics proposed
was that of investigating surprising observations, which was also considered an
important heuristic in an approach called Scouting [12]. The heuristic of surprise
can be applied to the present approach, as obtaining a surprising observation,
otherwise described as an observation that disagrees with a hypothesis, sug-
gests the discovery of a behaviour not captured by the hypothesis. However,
both the KEKADA and Scouting approaches have limited effectiveness in the
present problem domain. KEKADA due to other heuristics requiring explicit a
priori domain information, not available in the present domain, and the Scouting
approach having a restricted technique for representing the response behaviours
required. The requirement of extensive domain information to develop mechanis-
tic hypotheses makes the Robot Scientist approach [13] not applicable for enzy-
matic characterisation, where the required prior information does not exist and
mechanistic hypotheses are not required. An approach using regression to iden-
tify response behaviours in electrochemistry, although well suited to identifying
interesting phenomena, is restricted by requiring a high number of experiments
and not considering the case of erroneous observations [14]. Symbolic regression
has also been applied to rediscover physics laws [15], however the technique once
more required a large number of observations.

3 Problem Specification

Currently few models of enzyme dynamics exist. Therefore, to evaluate these
artificial experimenter techniques, simulated experiments are used to provide a
known target function that can be compared against. In formulating the problem
framework, an experiment is defined as a set of parameters and actions, repre-
sented as vector x. Similarly, the observation for an experiment is represented
as vector y, considered here to contain only a single element. Subsequently, the
underlying behaviour present in the experiment parameter space can be repre-
sented as a function:

y = f(x + δ) + ε+ φ (1)

with Gaussian noise affecting both the experiment parameters and observations
through δ and ε respectively. In addition a shock noise term (φ) is included that
can shift the observation. Shock noise factors in failure within experimentation
that yields an observation unrepresentative of the true underlying behaviour.
The shock noise can be specified as a percentage of experiments that will lead to
erroneous observations, where only that percentage of experiments yield φ 6= 0.
This simple yet more general noise model is assumed for testing, as the actual
noise model is not known.

Having constructed the problem framework, the goals of the experimentation
algorithms can be defined. A theoretical goal is to find an accurate representation
of f(x), however in reality, accuracy may be limited by the resources available.
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Therefore key aspects, such as any peaks, troughs and sharp changes in be-
haviour are to be identified, along with the general trend of the behaviour. The
existence and knowledge of repeatable behaviours, may form the basis of prop-
erties harnessed for enzymatic computation. Later, optimisation at particular
points of interest can be used to refine accuracy. Additionally, the artificial ex-
perimenter should attempt to identify erroneous observations, to prevent those
observations from incorrectly influencing the hypotheses, discussed next.

4 Hypothesis Management

Responses from enzyme interaction experiments may be nonmonotonic and in
rare situations include a phase change [3]. Therefore, response hypotheses need
to be general so as to allow different nonmonotonic functions, but also flexible
to allow for abrupt feature changes such as phase changes. For these reasons, hy-
potheses are represented here using a smoothing spline. A smoothing spline is an
established regression technique that can be placed within a Bayesian framework
to provide error bars and does not impose a particular spectral scale [16]. A sin-
gle hyperparameter (λ) controls the smoothness of the regression, with a higher
value representing a smoother output. A hypothesis is therefore determined by
the smoothing parameter λ, the set of observations to train from, and weight-
ings on those observations. The weights are determined through the procedure
described below to handle erroneous observations.

Techniques such as outlier identification, are typically employed to determine
whether it is statistically likely for a particular observation to be valid when com-
pared to all other observations. However, with only a few observations available,
these techniques cannot be applied with any acceptable level of certainty. Take
the example in Fig. 2. A reasonable suggestion for the given data would be either
the linear prediction in h3 or the curve of h4, which both would be acceptable
outcomes from regression using cross validation or similar to learn the param-
eters. However, if any of the observations are invalid, those hypotheses become
less reasonable.

Instead a multiple hypotheses approach, where different hypotheses not only
provide different response curve predictions, but also have different views about
the validity of observations, can be employed. By assigning hypotheses a confi-
dence based on how well they represent the observations, all hypotheses can be
maintained so as to allow hypotheses that fail to match some early observations,
but succeed to match later observations, to recover and become more confident.

Hypotheses are generated as follows. Given a number of previous observa-
tions, a set of hypotheses would have been generated with splines with differing
smoothing parameters. On obtaining a new experimental observation, the pre-
vious hypotheses are checked against the observation to determine whether or
not they are in agreement. If the observation lies outside of the 95% confidence
interval of a particular hypothesis, horiginal, the observation is declared as be-
ing in disagreement with the hypothesis. To handle the problem of determining
whether it is the hypothesis or the observation that is invalid, the disagreeing
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Fig. 2. Validity of observations affecting hypothesis proposal. Hypotheses (lines) are
formed after observations (crosses) are obtained. In (a) h1 is formed after observation
A and B are obtained, however the effectiveness of the hypothesis is questioned by
further observation C. Further hypotheses h2 and h3 consider A, B and C valid, but
with differing noise estimates. In (b) D is obtained to test the discrepancy between h1

and C, indicating that h1 is unlikely. Hypothesis h4 considers all observations valid,
and hypothesis h5 questions the validity of B.

observation is then considered both valid and invalid through two refined hy-
potheses, hvalid and hinvalid respectively. Both hvalid and hinvalid are based upon
horiginal, which is left unchanged within the current working set of hypotheses.
The suspected erroneous observation is weighted accordingly in the smoothing
spline calculation, with a high weight (currently set arbitrarily at 100) in hvalid

and with a weight of zero in hinvalid. The high weight forms a hypothesis that
believes the observation to be true and forces the spline to pass near to the ob-
servation. The zero weighted observation forms a hypothesis that considers the
observation to be invalid and removes the observation from consideration when
the spline is trained. Both hvalid and hinvalid are then added to the working set
of hypotheses. With a working set of possible hypotheses, the next task is to
determine the confidence of each hypothesis.

4.1 Evaluating a Hypothesis

As discussed previously, erroneous observations make hypothesis proposal a
harder task, where any outliers could be due to an erroneous observation or
an invalid hypothesis. Subsequently, methods for evaluating these hypotheses
also need to take into consideration that the observations obtained may be er-
roneous. Forcing hypotheses to be evaluated against an erroneous observation,
will not lead to the identification of hypotheses that fit the underlying phenom-
ena well. For example, if observation B in Fig. 2 is invalid, but the hypotheses
are evaluated against all observations, then hypotheses h2, h3 and h4 will have
higher confidences than the actual better fitting hypothesis h5, as they pass
closer to all observations. Ideally, the observations obtained after a hypothesis is
created would be used solely for hypothesis evaluation, however we again have to
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assume that these will be limited and that their validity will not be guaranteed.
As such, using a standard mean squared error approach for evaluation appears
not the best strategy. Instead hypotheses should be allowed to ignore a certain
amount of selected observations without penalty.

A prediction of the likely percentage error may be determined either through
previous experience with the experimental hardware, or through selecting a worst
case value that if surpassed, would make the outcome of the experimentation
not credible. Using this prediction of the percentage error, we can determine
the number of observations a hypothesis can disregard without penalty. The
observations a hypothesis may want to disregard are the observations that the
hypothesis determines are invalid, so that the hypothesis is not evaluated on its
ability to match observations it hypothesises are erroneous. Next a prototype
equation for evaluating a hypothesis is considered.

The current prototype evaluation metric revises an existing metric for a eval-
uating smoothing spline [16], but uses only the observations that trained the hy-
pothesis, so as to act as an overfitting test that gives a high value for a hypothesis
that does not overfit the data:

υ(h) =

1 +

n∑
i=1

w̄i

(
yi − ĥ(xi)

)2

n̄
(

1− tr(A)
n̄

)2


−1

(2)

where w̄ is 0 when the observation is declared invalid by the hypothesis and 1
otherwise, ĥ(x) is the prediction of a hypothesis for the experiment parameter
and y is the actual experimental observation for that same experiment, n̄ is the
number of observations the hypothesis has declared valid from the training set
and A is the hat matrix from of the smoothing spline.

Those observations not used to train the hypothesis evaluate the hypothesis
in a mean squared error approach, presented here inverted to provide a confidence
between 0 and 1:

γ(h) =
m̄2

m̄2 +
m∑
i=1

w̄i

(
ȳi − ĥ(x̄i)

)2 (3)

where m̄ is the number of test observations the hypothesis believes to be valid,
x̄ and ȳ in this instance represent the test experiment-observation pairs, and w̄
is 1 if the hypothesis believes the test observation to be valid, 0 otherwise. The
confidence is currently defined as:

C(h) = (υ(h) + γ(h)) e(h) (4)

where e(h) is the penalty term for a hypothesis declaring greater than a given
percentage p of observations as erroneous:

e(h) =

{ 1
1+(n̄+m̄)−p(n+m) , if (n̄+ m̄) > p (n+m)

1, otherwise
(5)
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5 Experiment Selection

Experiment selection, the active learning component of a artificial experimenter,
should look to explore the experimental parameter space to discover behaviours
not captured by the hypotheses, whilst also looking to find evidence to dis-
criminate between competing hypotheses. The experiment selection algorithm
should automatically balance between exploration and gaining information to
elucidate differences between the hypotheses. This trade-off is described as a
exploration-exploitation trade-off [17]. Hypotheses using the above hypothesis
proposal scheme will mostly disagree when there are differing views in the va-
lidity of observations. In the case that an observation has caused a difference
due to the observation being invalid, the experiment selection method should
investigate the difference, realise it was caused by an error and then continue
to search elsewhere. However, if the difference is caused by hypotheses failing to
model the underlying behaviour and the observations are valid, further experi-
mentation should be performed to capture the behaviour.

The prototype approach uses a strategy of placing experiments maximally
away from previous experiments as the exploration strategy. For each proposed
experiment, the minimum distance to any other previously performed experi-
ment using a Euclidean distance function is calculated:

ζ(x) = min
x′∈X

|x− x′| (6)

For determining discrepancy, the prototype approach looks to place experiments
where the variance in hypotheses predictions is maximal, similar to that used,
albeit unsuccessfully, in [10]. The unsuccessfulness of the approach described
in [10] appears in part due to the sole use of a variance reduction strategy, the
low number of hypotheses contemplated in parallel, and the polynomial kernel
functions used. Here the variance calculation is weighted by the confidence of
each hypothesis, so that weak hypotheses do not overly influence the decision:

ξ(x) = k

N∑
i=1

C(hi)
(
ĥi(x)− µ∗

)2

(7)

To link the exploration and exploitation strategies, this approach sums the nor-
malised values of the evaluations in (6) and (7). It may be worthwhile to develop
more sophisticated management of exploration and exploitation, however the
approach here is able to demonstrate the desired behaviour. The following is the
prototype experiment selection strategy, where hyperparameter Γ controls the
preference of exploration over exploitation:

xperform = max
x∈X

 Γζ(x)

max
t∈X

ζ(t)
+

(1− Γ ) ξ(x)

max
t∈X

ξ(t)

 (8)



88 Lovell et al.

6 Preliminary Results

To evaluate the approach of hypothesis management and experiment selection
algorithms, we consider the number of experiments required to be performed in
order to create a good representation of the phenomenon. Additionally we con-
sider how different experiment selection strategies alter the predicted response
behaviour under investigation. To evaluate this, we simulate experiments using
a target function to return observations from requested experiment parameters.
These target functions are designed to be general yet representative of pos-
sible responses from enzyme interaction experiments, where we would expect
continuous nonmonotonic behaviours, with additional phase changes in some
circumstances [3]. The model applies additive Gaussian noise N(0, 0.52) to all
observations (ε in (1)), and has a 5% rate of generating observations distorted by
shock noise (φ in (1)). Independent variable noise (δ in (1)) has been set to 0, as
in early trials altering this value had surprisingly little effect on the abililty of the
approach demonstrated here. The hypotheses are restricted to choose λ values
of 0.01, 0.001 and 0.0005, determined a priori for use with coded independent
variables, as they give good flexibility to the spline.

In Fig. 3 we demonstrate the placement of experiments for a simulated under-
lying phenomena using the experiment selection algorithm in (8) with Γ = 0.5.
For clarity we separate here the issue of outlying observations caused by the hy-
pothesis being incorrect, and outlying observations caused by the observations
being erroneous. In Fig. 3(a) and (b) we develop situations where observations
will appear as outliers, but are actually true representations of the underlying
phenomena, achieved through the use of a discontinuity between two distinct
behaviours. The discontinuity provides observations that are close to each other
in the experiment parameter space, yet are significantly different in their ob-
served values, which will yield observations that appear to disagree, but are
actually correct. In the example given, when the 9th experiment is performed,
the observation will appear to not fit the current hypotheses, as the 1st and 5th
observations either side of the 9th observation gave lower observation values.

In Fig. 3(a), a good representation of the underlying phenomena is identified
by the approach after 10 experiments, using the confidence metric in (4). In
this case the 5th and 9th observations have been automatically weighted, as
the observations did not match the predictions of the previous hypotheses. The
effect of this weighting is to force the hypothesis to pass through the transition
region. Without the weightings, the smoothing spline would produce a hypothesis
that averaged through the data points in that region. In Fig. 3(b), the majority
of the additional data points obtained after Fig. 3(a) are in the region of the
discontinuity. Here the discontinuity produces a large number of hypotheses that
have differing views of the observations found in the region of the discontinuity.
The exploitation scores of proposed experiments in this region will therefore be
high, causing more experiments to be performed in this region. There is still
however some exploration occurring as can be seen by observation 12.

In Fig. 3(c) and (d) the case of erroneous observations is considered. Here we
consider a simpler underlying phenomena similar to that found in [9] and [10],
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Fig. 3. Most confident hypothesis produced by the artificial experimenter for two target
functions. Shown is the most confident hypothesis (solid line) with error bars shaded,
underlying phenomena (dotted line) and observations (dots) numbered in order per-
formed. The presence of a discontinuity (a and b) or an erroneous observation (c and d)
causes additional experiments to be performed near those features, whilst also ensuring
the entire parameter space is explored.

but here the 5th observation provided was an erroneous observation. In this case,
there is continued exploration of the space after the 5th observation is obtained.
With observations 6, 8 and 11 not supporting the 5th observation, there are
fewer confident alternative hypotheses in the region of the erroneous observation,
compared to the region of discontinuity in Fig. 3(a) and (b), therefore there is
less focus on exploitation promoting experiments.

In Fig. 4 we demonstrate problems caused by using alternate active search
strategies. Figure 4(a) considers a fully explorative search similar to that of re-
ducing error bar uncertainty, where the erroneous observation causes part of the
phenomena to be missed. In Fig. 4(b) a fully exploitative strategy similar to that
used in [10] results in experiments being located near the erroneous observation
that has caused the hypotheses to differ. Whilst Fig. 4(c) and (d) demonstrate
how the approach described here is able to form reasonable predictions of the
underlying phenomena after a small number of experiments.

Finally in Fig. 5, we compare the reduction in error between the most con-
fident hypothesis and the true underlying behaviour, for the present active ex-
periment selection technique and a passive technique. In a passive technique,
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Fig. 4. Effect of different experiment proposal strategies. Shown is the most confident
hypothesis representation (solid line) of a simulated underlying phenomena (dotted
line) with observations (dots) numbered in the order performed. An erroneous obser-
vation causes the explorative search (a) and exploitative search (b) to fail to charac-
terise the target function. In (c and d) the mixed strategy is shown for two different
underlying phenomena and shock noise in (c).

the artificial experimenter cannot select the next experiment to perform, in
this case the learner is presented with observations from random experiments.
The underlying behaviour used in Fig. 4(a-c) is again used with Gaussian noise
N(0, 0.52). In Fig. 5(a) there is no shock noise and in Fig. 5(b) any 1 of the
20 experiments can be erroneous. Here we demonstrate that in both scenarios,
the present experiment selection technique outperforms the passive technique.
The most significant advantage of the present approach is in the early stages
of experimentation, which is ideal in a situation where we may have only at
most 10 experiments per dimension. As expected, performance is worse when
shock noise is applied. However, as an erroneous observation can occur at any
stage of experimentation and is distorted by Gaussian noise N(10, 1), those runs
where the erroneous observation occurs in the first few experiments will suffer
more than those where the erroneous observation is later, causing larger error. In
this instance the random technique performs far worse, with the average mean
squared error being 30 compared to just under 5 for the active strategy, as shown
in the inset of Fig. 5(b). Regardless of when the erroneous observation occurs,
the results demonstrate that the hypothesis management technique recovers to
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Fig. 5. Error reduction between most confident hypothesis and the target function over
a number experiments. Shown is the average error after 100 trials for the active strategy
(solid line) and passive strategy (dotted line) for the single discontinuity behaviour,
with no shock noise in (a) and 1 of the 20 experiments in each trial is erroneous in (b).

provide reasonable hypotheses. However, by employing the active strategy, this
recovery can occur quicker than through random experiment selection.

7 Discussion

The union of machine learning and automated laboratory hardware can allow
for effective investigation of complex experiment parameter spaces. In particular
the lab-on-chip automated platform being developed in parallel will significantly
reduce the amount of chemical resources required per experiment [4]. Whilst the
artificial experimenter utilises relatively cheap computational resources, to gain
as much information as possible from small sets of observations.

In situations where hypotheses cannot correctly specify the underlying be-
haviour and high noise exists, artificial experimenters with few observations
available can become misled, resulting in poor representation of the underlying
phenomena. However, we have shown that by extending a variance based ap-
proach to better manage the exploration-exploitation trade-off and considering
a larger corpus of possible hypotheses, that such techniques can provide a signif-
icant benefit to experimentation with limited resources. This proof-of-principle
technique is demonstrated to work in scenarios where existing machine learning
techniques will struggle, and that response behaviours can be characterised with
a very small number of observations. However, we believe improvements can be
made in the hypothesis evaluation and experiment selection techniques.

Currently the artificial experimenter is designed to build models of behaviours
it identifies. However, in the future as we become more accustomed to the in-
formation processing capabilities of enzymes, we may wish to design target be-
haviours we require and then inspect the biological system to see if and where
they exist. By modifying the kernel functions used in the hypotheses to those
that describe the behaviours required, the present approach can be modified to
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allow targeted experimentation that searches for particular behaviours, whilst
still maintaining the multiple hypotheses benefits of the present approach. Over-
all, the purpose of this autonomous experimentation machine is to allow the hu-
man scientist to redirect their time from monotonous experimentation tasks, to
determining computational functionality from the enzyme behaviours identified.
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