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Where 

t : step (time) 

)(tR i
: position vector of robot i at time t ; 

)(tV i : velocity vector of robot i at time t ; 

jiPv :  influence from robot j to robot i ;  

ijPv  : Influence from robot i to robot j ; 

jiij rr  , : distance vector between robot i and j ; 

21  , ll : emotional influence parameter;  

pvR :  rate of the change of pleasure )10(  pvR ; 

AvR :  rate of the change of arousal )10(  AvR ; 

Pv :  degree of pleasure; 

Av :  degree of arousal; 

od :  distance from robot i to the nearest obstacle;
  

rd :  distance from robot i to the nearest robot; 

D :  depth of the vision 

pa ee  , , : positive coefficients; 

K :  bias of the vision. 

According to these rules, patterns of behaviors of robots appear as the cases of: 1) 

Robots in the state of pleasure attract each other and come up to each other closely; 2) 

A robot in the state of pleasure moves to a direction and causes others to follow it; 3) 

Robots in the state of displeasure go away from each other. 



Using the conventional model described in the Section 2.1, we performed simulation 

experiments and observed kinds of results such as robots successfully attracted each 

other, avoided to obstacles and achieved at the goal(s) of exploration, or failed to 

attract each other, or failed to achieve on the multiple goal areas in a complicated 

environment. 

  The reasons of the failed cases may be considered as: 1) Bias of the vision was set 

inadequately. Too large value of K  caused the internal state of robot dropped into 

“displeasure” easily; 2) The time that robots influent each other was too short because 

of too high velocity; 3) There was a trend that the degree of pleasure reduced more 

easily than increased; 4) Low degree of the pleasure of all robots caused low degree 

of the arousal of robots, and the case resulted in all robots dropped into the state of 

sleepiness, the behaviors of exploration disappeared.  

To overcome these problems and to raise the motivation of exploration, here we 

propose to add new rules into the emotion model and adopt a new mental factor 

“curiosity” into the calculation of the velocity vector as following: 1) Limit bounds of 

the depth of vision: Kmin < Ｋ < Kmax; 2) Limit a maximum value of velocity: V i(t) < 

Vmax; 3) Make the change of emotion factor “pleasure” to be dynamical, i.e., using Eq. 

(10) and Eq. (11) instead of Eq. (5). 

 

)))((sin()( MetPvtx p                           (11) 

Where   , , , NM  are positive parameters. 

4) “curiosity” means 2 situations concerning with the change of the internal state of 

robots: i) Robot i keeps to search the goals k ( k = 1, 2, …, k, …, K) before it arrives 

at them and after it arrives at one goal k then its “curiosity” to the goal is reduced 

eventually; ii) During robot i exploring the environment, when it crushes to obstacles 

its “curiosity” is reduced eventually. Eq. (12) defines the “curiosity” and Eq. (13) 

builds an improved internal model of autonomous robots: 
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Where )(tCv is a factor of curiosity  in the improved internal model, 
kI are 

positive parameters for different goal k , and coefficients
21  , ,

3l > 0.  
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The size of a 2-dimensional exploring space is 500x500 (steps), multiple obstacles 

exist in the different positions of the square, 2 robots start from 2 different positions 

to search 3 goal areas located at the different positions: the environment of simulation 

is shown in Fig. 2. Two cases of timing of start of robots were executed: i) 2 robots 

started at the same time; ii) one started 200 steps later. All parameters were set as 

shown in Table 1, and the limitation of steps of a trial was set to 2,000 steps. 

 

 

i) Simulation results of 2 robots started at the same time are shown in Fig. 1 (a) and 

Fig. 1 (b). Robots with conventional model stopped exploration for the kinds of 

reasons such as obstacles and multiple goals (Fig. 1 (a)), meanwhile, those with the 

improved model showed active exploration and reached at all 3 goals (Fig. 1 (b)).  

ii) Simulation results of 2 robots started at the different time are shown in Fig. 1 (c) 

and Fig. 1 (d). Robots with conventional model also stopped exploration without 

reaching to any goal (Fig. 1 (c)). Robots with the improved model also showed active 

exploration, however, one failed to reach at Goal 3 (Fig. 1 (d)).  

The change of the degree of pleasure, as curves depicted in Fig. 2 (a)-(d) respective 

to Fig. 1 (a)-(d), showed the difference of the internal state changing of 2 robots 

between conventional model and improved model. More dynamical activity was 

observed in the case of our model. 



The value of pleasure at start and goals )0(Pv , Pv  0.0, 1,200.0 

Coefficients of emotional influence factors 21  , ll  6.0, 1.0 

Coefficient of curiosity influence factor 3l  0.5 

Bounds of the vision Kmin, Kmax 30.0, 50.0 

Limitation to velocity Vmax 15.0 

Parameters in dynamical pleasure calculation ,,, MN  100, 100, 100, 0.05 

Coefficients in curiosity calculation 21  ,  

Initial value of curiosity Cv 

The value of curiosity for goal area 
kI  
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