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Abstract. We present a study which compares human-human computer-
mediated tutoring with two computer tutoring systems based on the
same materials but differing in the type of feedback they provide. Our
results show that there are significant differences in interaction style be-
tween human-human and human-computer tutoring, as well as between
the two computer tutors, and that different dialogue characteristics pre-
dict learning gain in different conditions. We show that there are sig-
nificant differences in the non-content statements that students make
to human and computer tutors, but also to different types of computer
tutors. These differences also affect which factors are correlated with
learning gain and user satisfaction. We argue that I'TS designers should
pay particular attention to strategies for dealing with negative social
and metacognitive statements, and also conduct further research on how
interaction style affects human-computer tutoring.

1 Introduction

Intelligent Tutoring Systems (ITS) are often used as part of technology-enhanced
curricula, either on their own to help students practice skills [1] or in a wider
context by providing support for exercises in an e-learning environment [2]. One
approach to creating I'TSs is to model them after a human tutor because human
tutoring combined with classroom teaching has been said to be the most effective
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N000141010085 and N0001410WX20278. We would like to thank our sponsors from
the Office of Naval Research, Dr. Susan Chipman and Dr. Ray Perez and five former
Research Associates who worked on this project, Charles Callaway, Elaine Farrow,
Leslie Butler, Lisa Durrance, and Cheryl Johnson.



2 Dzikovska et al.

form of instruction [3]. However, there remains a significant gap between the
capabilities of a human tutor and the capabilities of even the best existing ITS,
so the direct comparison between human-human and human-computer tutoring
interactions may be difficult.

One of the key capabilities of human tutors is the ability to engage in natural
language dialogue with students, providing scaffolding, explanations and moti-
vational prompts. There are now a number of ITSs that engage in some form
of natural language interaction with a student. These systems vary widely with
respect to the type of natural language input they support and the kinds of feed-
back they provide. Student input may be restricted to short answers to questions
(single words or phrases) [4,5]°, support a small set of longer sentences [6-10],
or attempt to interpret extended answers to “Why” questions [8,11,12]. The
feedback may be completely hand-authored [4-6, 8], or generated automatically
based on the system’s internal representation [7,9, 10, 12].

This large space of possibilities can create very different interaction styles. For
example, pre-authored feedback can provide the greatest flexibility in the form
of the instructional strategies employed, but is mostly possible in systems that
rely on short-answer questions or limited domain size. This greatly constrains
the language that the system can understand, and means that interaction with
such systems is not really similar to interaction with human tutors, even if the
feedback is authored by humans. Pre-authored feedback is also difficult to adapt
to the student model or past interaction history, sometimes leading to redun-
dancy and student confusion [13]. In contrast, automatically generated feedback
is more flexible and together with unrestricted language input, it may make
the interaction more similar to human-human interaction. But such systems are
currently more prone to errors, both in interpreting and in generating feedback,
and may have to use a more constrained set of strategies due to limitations of
existing reasoning and natural language generation techniques.

Given the large space of possibilities and tradeoffs between them, it is not
clear which of the techniques used by human tutors will be effective in human-
computer interaction. Moreover, implementing such techniques in computer sys-
tems relies on the assumption that students will react to the computer tutors
in the same way they do to human tutors, and therefore that the same tutoring
strategies will promote learning. To understand this problem better, we have
performed a controlled experiment that compares three conditions: an ITS that
asks students to explain their reasoning in their own words, and provides feed-
back targeted to the errors (if any), a version of the same system that gives
away correct answers without specific feedback, and a human tutor using the
same instructional materials in a computer-mediated learning environment.

We focus on two aspects of the interaction: the role of student-produced con-
tent, since it has been shown to predict learning gain with both human and
computer tutors [14, 15], and social and metacognitive utterances produced by
students, since these are related to affective states, and have also been shown to

5 The Why2-Atlas tutor is capable of interpreting long student essays, but restricts
student input to short-answer questions in dialogue interactions.
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predict learning gain [16]. Our results indicate that there are significant differ-
ences in human-human and human-computer interaction, and that in computer
tutoring, different factors predict learning gain depending on the type of feed-
back given. This may have implications for devising appropriate feedback in
computer-based learning environments.

This paper is organized as follows. In Section 2 we review the literature on
differences between human-human and human-computer interaction, and factors
which predict learning gain in tutorial dialogue. In Section 3 we discuss our
human-human tutoring study, followed by the human-computer study in Section
4. The coding scheme used to analyze the data is described in Section 5. Section 6
discusses results and how the interaction and learning outcome differ in human-
human and human-computer tutoring. We discuss the potential implications for
technology-enhanced learning systems and future work in Section 7.

2 Background

Current research on how people respond to computers and computer entities, in
comparison to humans, has produced mixed results. The work of Reeves & Nass
[17] shows that people treat computers as social actors, i.e. they unconsciously
follow rules of social relationships when interacting with media, and display emo-
tions common in human-human relationships such as politeness or anger. Further
studies demonstrated that people often respond to virtual humans similarly to
how they respond to real people [18,19].

In contrast, more recent research using ITSs shows that students change
the language they use in dialogue depending on whether they are interacting
with humans or computers. When talking to a computer, students who were led
to believe they were conversing with a human used more words and conversed
longer than did students who knew they were talking to a machine [20]. Students
also provided more explanations and longer turns when they thought they were
conversing with a human versus a computer, even though they were conversing
with a computer in both situations [21].

The use of natural language interaction has long been hypothesized as one
of the factors that can contribute to improved learning outcomes with computer
systems. There is a body of research suggesting that the kind of language the
students are producing, both with human and with computer tutors, is impor-
tant as well: a higher percentage of contentful talk is correlated with higher
learning gain [14, 15], and getting students to self-explain improves learning [22].
Yet studies comparing human tutors, computer tutors and carefully designed
reading materials failed to demonstrate significant differences in learning gains
[23], except when students were being taught by human tutors on content in
their Zone of Proximal Development [24].

An open question when comparing human-human and human-computer tu-
toring results, however, is how much they are impacted by differences in human-
human and human-computer interaction. For example, the systems in [23] all
relied on short-answer questions, with rigidly defined dialogue structures, re-
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sulting in a very different interaction style than that observed in the human
tutoring.

The goal of the experiment discussed in this paper is to provide a more con-
trolled comparison between human-human and human-computer tutoring. For
this purpose, we developed a computer-mediated learning environment where
human tutors helped students work through a set of exercises. This framework
fixed the choice of exercises, but let the tutors use their own strategies in pro-
viding feedback to students. Based on the data we collected from the human-
human interaction, we developed a tutorial dialogue system that replaces the
human tutor’s feedback with automatically generated computer feedback, using
natural language processing techniques to analyze student explanations. While
the system does not achieve human competency in terms of interpreting natural
language, the ability to accept less restricted input provides a closer comparison
to the kinds of dialogue we have seen in human-human interaction, and therefore
gives us a better opportunity to investigate whether the same factors are related
to learning gain in the two situations.

Our initial studies comparing human-human and human-computer data demon-
strated that two types of variables are important for learning. First, we found
evidence that students who produce a higher percentage of content words learn
more [15] (see also [14] for a similar result in another tutoring system). Sec-
ond, we showed that different forms of non-content talk (social and metacog-
nitive statements) are correlated with learning in human-human dialogue and
in human-computer dialogue [16, 25]. However, different factors are (positively
or negatively) correlated with learning gain in human-computer versus human-
human dialogue.

In this paper we extend our data analysis to explicitly compare three con-
ditions: human-human tutoring, a computer tutor with adaptive feedback, and
a computer tutor which gives away the answers without providing specific feed-
back. We examine the correlations between both content and non-content stu-
dent statements and learning gain, and discuss implications for tutoring system
design.

3 Human-Human Tutoring Study

3.1 Data collection environment

We constructed a curriculum incorporating lessons in basic electricity and elec-
tronics for use in computer-mediated instruction, including reading materials,
interactive exercises with a circuit simulator, and general discussion questions.
The curriculum covered topics including open and closed paths, voltage read-
ing between components and positive and negative terminals, series and parallel
configurations, and finding faults in a circuit with a multimeter. The students
were asked to read slides, interact with a circuit simulator, and explain their
answers, with questions like “explain why bulb A was on when switch C was
open.” The exercises also asked some high-level questions such as “What are the
conditions for a bulb to light?”.
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Fig. 1. Participant screen for human-human tutoring

Figure 1 shows a screenshot of the learning environment that the participants
interacted with during the study. The screen is divided into three sections. The
top left-hand section displays slides which deliver core lesson material including
educational text, activities, and discussion questions. The participants were able
to continue through the lesson slides at their own pace. The top right-hand
section contains a circuit simulator which allows participants to construct and
manipulate circuits as a supplement to the material in the slides. The bottom
section is the chat window where the participants and tutor converse by typing.

The tutor and student were not co-located, however the tutor did have the
ability to observe the student’s learning environment and interact with the stu-
dent through a chat window. The tutor gave feedback, technical assistance and
encouragement as appropriate. Participants directed their answers, comments,
and/or questions to the tutor throughout the curriculum. Each session with a
system lasted approximately 4 hours.

3.2 Procedure

After completing informed consent paperwork, participants filled out a demo-
graphic questionnaire and took a pre-test consisting of 38 multiple choice ques-
tions. The participants were then introduced to their tutor and given a brief
demonstration of how to operate the learning environment. The students spent
the majority of the experimental session working through the lesson material
and building circuits. At the conclusion of the experiment, participants com-
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pleted a post-test which included 21 multiple choice questions and a satisfaction
questionnaire. They were then debriefed and excused.

3.3 Corpus

Thirty undergraduate students from a large South-East US university partici-
pated in the study. The participants had little prior knowledge of the domain,
and were paid for their time. They were randomly distributed across three ex-
perienced tutors. The average age of the participants was 22.4 years (SD = 5.0)
and exactly half of them were female. The records of the sessions comprise the
corpus for this study, which contains 8,100 dialogue turns taken by the student
and tutor, and 56,000 words (including punctuation).

4 Human-Computer Tutoring Study

4.1 Data collection environment

To the extent possible, the same curriculum was used in the human-human study
and in the computer tutoring system (BEETLE II). Small changes were made
to the curriculum so that the computer would be able to understand student
responses more easily. For example, multi-part questions were sometimes broken
into series of single questions (e.g., the question “Explain your reasoning for
those 5 diagrams” would be replaced with questions “Explain your reasoning for
the circuit in diagram 17, “Explain your reasoning for the circuit in diagram 2”
and so on). The user interface had the same functionality as the human-human
tutoring environment.

Within the computer tutor, we implemented two different feedback policies
corresponding to two different interaction styles. In the fully interactive condition
(FULL), the computer tutor (ITS) used a subset of the most frequent strategies
we observed in the human-human corpus. When the student answered a question
correctly, the ITS confirmed the correct answer, occasionally restating it with
improved terminology [12]. When the student was incorrect, the ITS provided
hints at two levels of specificity, or suggested slides to re-read. The system re-
sponded to negative metacognitive statements by giving hints, or giving away
the complete answer if the student appeared to be having significant difficulties.
It ignored positive metacognitive and social statements. Finally, the system said
“I am sorry, I didn’t understand” in response to nonsense, and remediated by
providing hints depending on the tutoring context [26].

An example of the interaction with the system in the FULL condition is
shown in Figure 2(a). In their first turn, the student gives an answer which is
partially correct, but incomplete: the student did not mention that a battery
must be contained in the same closed path. The answer is analyzed with a
natural language parser and semantic interpreter, and the diagnoser determines
that the student correctly mentioned a bulb in a closed path, but is missing the
relationship with the battery. The tutor then decides that, given that this is
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(a)

Tutor: What are the conditions for a bulb to light?

Student: It has to be in a closed path

Tutor: Right. The bulb must be in a closed path. Keep going.

Student: The battery must also be in a closed path.

Tutor: Right. A bulb must be contained in a closed path with the battery. When
you are ready, go on to the next slide.

(b)

Tutor: What are the conditions for a bulb to light?

Student: It has to be in a closed path

Tutor: OK. One good way to phrase the answer is: A bulb must be contained in
a closed path with the battery. When you are ready, go on to the next
slide.

Fig. 2. Example interaction with the system a) in FULL condition; b) in BASE condition

the first student error for this question, the appropriate tutoring strategy is to
re-state the correct part of the answer, and give a content-less prompt for the
missing information.® The second student response completes the answer, but,
since the answer was collected over multiple turns, the tutor restates it again as
a complete sentence.

In contrast, in the baseline minimally-interactive condition (BASE), the ITS
asks exactly the same questions, but does not provide specific feedback. Instead,
it provides a neutral acknowledgment of the student’s contribution, and gives
away the correct answer. An example interaction is shown in Figure 2(b). As can
be seen in this answer, the system provides the student with the correct answer,
but makes no attempt to either acknowledge the correct part or point out specific
problems. This condition is effectively equivalent to a non-interactive e-learning
environment where students were asked to “write in” their answers and com-
pare them with the system’s answers. Students were not told that their answers
weren’t checked, in order to encourage them to provide meaningful answers.

Using the two conditions allows us to compare which factors correlated with
learning gain and user satisfaction depending on the interaction style within a
computer-based learning environment.”

4.2 Procedure

The procedure for the human-computer study was essentially the same as the
human-human study with a few exceptions. The pre-test consisted of 22 multiple
choice questions and the post-test consisted of 21 multiple choice questions. The

5 If a student was performing poorly, more specific hints would be used, for example
“Here’s a hint: your answer should mention a battery.”

" Our earlier study [25] examined data from FULL only, and served as a motivation
for this extended analysis comparing all 3 conditions with additional variables of
interest.
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same set of questions was used in the human-human and human-computer stud-
ies.® The participants were also given a usability and satisfaction questionnaire
developed to measure their satisfaction with different aspects of the system.

4.3 Corpus

Seventy six undergraduate students without prior knowledge of the domain from
the same university as the human-human study were paid for participating in
the human-computer study. The average age of the participants was 21.05 years
(SD = 3.30) and there were almost twice as many females as males. There
were 37 participants in the FULL and 39 participants in the BASE condition. The
interaction logs were converted into the same XML format as the human-human
corpus. The corpus includes an estimated 57,600 total dialogue turns taken by
the student and tutor, and an estimated 680,000 words.

5 Data Analysis

The human-human and human-computer tutoring studies were conducted at
different times, however, as we discussed in Section 4, they were using compa-
rable learning environments. Therefore, for purposes of this study we conducted
a three-way comparison between three different conditions found in our data:
human-human interaction, human-computer dialogue with detailed feedback in
FULL, and minimally interactive human-computer dialogue in BASE. All data
was annotated using the same coding scheme, to compare contentful and non-
contentful student statements.

5.1 Coding

The coding scheme we used is presented in Table 1 (reproduced from [25]). All
student utterances were classified as primarily content, metacognitive, social or
nonsense. Note that nonsense is a special category for dialogue with computers,
defined as statements that are made up of random letters or numbers that are
not content related (e.g., “ufghp”). It never occurred in dialogue with humans.
For purposes of data analysis, we treated nonsense as instance of negative so-
cial, because it often appeared to be an expression of student frustration with the
system, similar in function to expletives. For the human-human data, two inde-
pendent raters coded the student-tutor transcripts and were able to identify and
distinguish between content, management, metacognitive, and social dialogue
statements with a very high reliability (Cohen’s kappa, x = 1.00). In addition,

8 The human-computer pre-test had fewer questions because in the human-human
study, after taking the post-test the participants returned for a follow-up session
with additional material. The pre-test covered the whole range of topics tutored
by human tutors. In the human-computer study, only the first tutoring session was
replicated by the ITS, and the pre-test questions were restricted to the material
covered by the computer system and the first post-test.
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Code

Definition

Example

Content

Statements including domain con-
cepts that pertain to the lesson

“There is a battery and bulb in cir-
cuit 1.” “1.5 volts.”

Management

Dialogue that does not contain in-
formation relevant to the lesson
material, but deals with the flow
of the lesson

“I give up.” “O.k.” - Acknowledg-
ing the tutor’s instructions to con-
tinue

Metacognition

Positive

Negative

Statements containing the stu-
dent’s feelings about his or her un-
derstanding, but does not include
domain concepts

Statements that express under-
standing

Statements that express confusion

Metacognitive statements can be
positive or negative.

“I get it.” “Oh, 0.k.”

“I don’t understand.”

Social Dialogue

Dialogue that is not related to the
content of the lessons or state of]
student’s understanding, and ex-
presses some form of social or emo-
tional connection

Social statements can be positive
or negative.

Positive Statements that include humor,|“Ha-ha” “Hi, how are you doing?”
rapport, chit-chat, or saving face

Negative Statements that include frustra-|“Because I said so.” “No.” “You're
tion, refusal to cooperate with the|stupid.” Expletives
system, or offending the system

Nonsense |Random sequences of letters or|“oidhf” “dsfafadgdfh”

numbers

Table 1. Coding Summary

raters were able to differentiate between positive and negative metacognitive
statements made by the student with high inter-rater reliability (x = 0.99).
For the human-computer data, four independent raters coded the student-

tutor transcripts and were able to identify and distinguish between content,
management, metacognitive, social dialogue, and nonsensical statements with
high reliability (kv = 0.88), and to reliably differentiate between positive and
negative metacognitive statements made by the student (x = 0.96).

5.2 Variables of Interest

We analyzed and compared several properties of dialogue based on this coding.
To investigate social and metacognitive aspects of the dialogue, we computed
correlations between the learning gain and the number of metacognitive and so-
cial (including nonsense) statements submitted by the student during the course
of each tutoring session. Management was left out of the analyses because it
was not very prevalent in the computer tutoring data and in the few cases it
did occur, it was ignored by the tutor. Also, it was not a relevant predictor of
learning gain with the human tutor.



10 Dzikovska et al.

As mentioned in Section 2, we are also interested in the percentage of con-
tentful talk, since it is known to be correlated with learning gain. There are
multiple ways to define contentful talk [15]. For purposes of this study, we de-
fined “content” as the number of student words present in a glossary compiled
for the domain by instructional designers, normalized by the total number of
words in the dialogue. We used the same glossary as [15].

6 Results

An initial study comparing 41 students in FULL to human tutors was presented
in [25]. It demonstrated that there were significant differences in the distribution
of metacognitive and social statements between FULL and human-human tutor-
ing, as well as differences in which variables were correlated in learning gain.
This study is extending results to compare different interaction styles, and the
impact of contentful talk. However, in a small number of cases (4 participants)
the data logs were incomplete due to technical failures, and did not contain the
information necessary to compute measures of contentful talk. For consistency,
we removed those participants from the set and replicated all our analyses, com-
paring measures of contentful talk, metacognitive, and social statements for the
same set of participants.

6.1 Learning Gain

Pre and post-test scores were calculated in terms of percentage correct. A learn-
ing gain score normalized for pre-test performance was then calculated for each
participant using the formula gain = (posttest — pretest)/(1 — pretest).

6.2 Content-Learning Correlations

The summary of language statistics in the different conditions is shown in Table
2. As can be seen from the table, the numbers of words and turns in each session
differed between conditions. This difference is due, in part, to splitting multi-
part questions into individual questions (as discussed in Section 4). However,
comparing average turn length and the percentage of contentful talk allows us to
observe the differences in the student’s dialogue behavior which are less affected
by the differences in overall number of questions.

In human-human dialogue, students on average produced 5.68 words per turn
(SD = 2.22). Overall, the percentage of content words produced by students
(out of all words in the corpus) was significantly correlated with learning gain
(r =0.40, p = 0.02).

In human-computer dialogue, there were significant differences in terms of
dialogue length and content between BASE and FULL (Student’s t-test, ¢(38) =
15.99, p < 0.0001) However, students produced on average turns of similar length
in the two conditions (Student’s t-test, t(71) = 1.61, p = 0.11) and similar per-
centage of contentful words (¢(73) = 1.3, p = 0.20). The proportion of contentful
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Condition Turns per | Words per | Words per | Content % content
session session turn words per
session
Human-Human| 144(51.8) | 816(357.3) | 5.68(2.22) | 381(173.8) | 42.1(5.6)
BASE 156(6.3) 726(224.2) | 6.13(0.68) | 455 (108.3) | 51.3 (1.2)
FULL 232(33.8) | 1411(219.4)| 5.66(0.57) | 741 (102.5) | 52.5 (1.1)

Table 2. Student language statistics for human-human and human-computer dialogue
(Standard deviations in parentheses)

Condition Metacognitive Social
Positive Negative Positive Negative

Human 12.5 (8.16)  1.77 (1.94) 5.83(6.99) 0

BASE 0 1.44 (2.93) 0.10 (0.68)  0.23 (0.84)

FULL 0.21 (0.48) 5.65 (4.24) 0.14 (0.54) 4.21 (8.03)

Table 3. Mean number of metacognitive and social statements per session in different
conditions (standard deviation in parentheses).

words out of all words in the dialogue was significantly higher than in human-
human dialogue (¢(38) = 9.05, p < 0.0001). This reflects a general difference
between the human-human and human-computer interaction styles. The inter-
action style of the computer tutor discouraged social comments by not reacting
to them.

Even though students produced the same percentage of contentful talk in the
two human-computer conditions, the proportion of contentful talk was only cor-
related with learning gain in FULL (r = 0.42, p = 0.009). In BASE, the proportion
of contentful talk was not correlated with learning gain (r = 0.19, p = 0.25). We
discuss possible reasons for this in Section 7.

6.3 Metacognitive Statements

The number of occurrences of metacognitive and social statements is summarized
in Table 3. Students made metacognitive statements in all conditions, regardless
of whether the tutor was a human or a computer; however the relative frequencies
of positive and negative metacognitive statements depended on the type of tutor.

Students in FULL made significantly more metacognitive statements than stu-
dents in BASE (¢(53) = 2.84, p < 0.01). For either condition, this was significantly
smaller than the number of metacognitive statements in human-human dialogue
(FULL: #(31) = —5.98, p < 0.001; BASE: ¢(29) = —6.58, p < 0.001).

Students talking to a human tutor made significantly more positive metacog-
nitive statements than negative metacognitive statements (paired t-test, t(29) =
8.37, p < 0.001). In contrast, students talking to both computer tutors, made sig-
nificantly more negative metacognitive statements than positive metacognitive
statements (FULL: ¢(36) = —4.42, p < 0.001; BASE: ¢(38) = —3.05, p < 0.01).

The condition also affected how the metacognitive statements were related to
learning gain. For students interacting with a human tutor, the amount of pos-



12 Dzikovska et al.

itive metacognitive dialogue was significantly negatively correlated with learn-
ing gain (r = —0.543, p = .002), while the number of negative metacognitive
statements was not correlated with learning gain (r = —0.210, p = 0.266). For
students interacting with BASE, there were no positive metacognitive statements,
and negative metacognitive statements were not correlated with learning gain
(r = —0.19, p = 0.25). Finally, for students interacting with FULL, the number
of both types of metacognitive statements were significantly negatively corre-
lated with learning gain (positive statements: r = —0.419, p = 0.006; negative
statements: r = —0.537, p < .001).

6.4 Social Statements and Nonsense

While students made social statements with both types of tutors, students in-
teracting with a human tutor made exclusively positive social statements and
students interacting with the computer tutor made exclusively negative social
statements, either negative comments or submitting nonsense.

Again, students in FULL made significantly more social statements than stu-
dents in BASE (¢(37) = 2.56, p = 0.01). The overall number of social statements
made with the computer tutor was significantly lower than in human-human
dialogue (FULL: ¢(30) = —2.80, p = 0.009; BASE: t(29) = —3.23, p = 0.003).

In the human-human condition, the amount of social dialogue was not sig-
nificantly correlated with learning gain. However, in FULL the average learn-
ing gain score of the students who generated any negative social dialogue, 52%
(SD = 26), was statistically significantly lower than the average learning gain
score, 67% (SD = 12), of students who did not (¢(38) = —2.43, p = 0.02). Not
surprisingly, the amount of negative social dialogue generated by the students
in this condition was also significantly negatively correlated with the students’
report of satisfaction with the computer tutor, r = —0.55, p < 0.001. There were
too few instances of negative social in BASE to produce any meaningful statistical
results.

6.5 The impact of interpretation failures

While the FULL system attempts to model interaction with the human by accept-
ing extended answers to “Why” questions and giving extended feedback, there
are still significant differences in the system’s capabilities compared to human-
human interaction, due to the limitations of the natural language technology.
Overall, the system failed to interpret 13.4% of student utterances (SD = 5.00).
The frequency of interpretation problems was significantly negatively corre-
lated with learning gain (r = —0.47,p < 0.005) and with user satisfaction
(r = —0.36, p < 0.05). The interpretation problems encountered by students
therefore present a major challenge for system implementation, and for com-
parison with human-human interaction. We discuss the implications in the next
section.
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7 Discussion and Future Work

As previously mentioned, it is common for ITSs to be modeled after human
tutors, but it is uncertain if this is an effective technique because we are unsure if
these interactions are similar and can be interpreted in the same way. The goal of
developing the BEETLE II system was to provide a tutor that can accept a wider
range of user language than existing tutors, and therefore deliver interaction style
more similar to human tutoring.

While we have not completely achieved this goal (as evidenced by the impact
of interpretation problems), the data we collected provide a new and significant
comparison between human-human and human-computer interaction. Previously
available studies compared human-human dialogue with a system that was only
capable of asking short-answer questions during dialogue [27,23]. In these stud-
ies, the student’s response when interacting with a human was on average 3
times longer than when interacting with a computer. Our system successfully
interpreted a range of longer sentences, and the average turn length was more
similar in human-human and human-computer tutoring.

Even as average turn length increased, factors correlated with learning gain
also depended on the interaction style. In both human-human and FULL condi-
tion, the percentage of contentful talk was correlated with learning gain. This
relationship did not hold for the BASE condition where students were not receiv-
ing targeted feedback. One possible explanation is that students often struggle
with using appropriate terminology in this domain. At least one participant com-
mented during the post-lesson interview that they found it difficult to figure out
whether the difference between their answer and the answer given by the system
was important or trivial. This indicates that it may not be enough to prompt
students to explain their answers in an e-learning environment. The system ac-
tually needs to give them feedback that targets specific problems in their answer
in order to “convert” the increases in contentful talk into learning gains.

The differences in interaction style had an impact on social and metacognitive
dialogue as well. With a human tutor, the non-content statements were mostly
positive acknowledgments and social statements used to build rapport; with
computer tutors, students mostly used negative statements expressing confusion
or showing frustration with the system’s inability to interpret the user’s input
correctly or generate appropriate feedback.

We previously concluded that the differences in behavior between human-
human and human-computer tutoring indicate that the negative social and
metacognitive statements are more reliable indicators of student frustration in
human-computer dialogue than in human-human dialogue, and therefore need
to be addressed especially [25]. Adding BASE to this analysis introduces a new
dimension, namely, interaction style. It is clear that students reacted with more
social and metacognitive statements when the tutor (either human or computer)
was listening and responding adaptively, while the neutral responses of BASE did
not elicit either social or metacognitive statements.

An open question with respect to this analysis is to which extent the negative
social and metacognitive statements are influenced by the limitations in the sys-
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tem’s interpretation capabilities. Students used fewer negative social statements
in BASE, where the system never indicated that they were not understood. To
some extent frustration can be mitigated by improving language understanding
components, thus reducing the number of misunderstandings. However, this may
not be sufficient by itself. The negative correlation between learning gain and
interpretation errors was observed in both BASE and FULL, despite students be-
ing more satisfied with BASE. These differences are further investigated in [28],
where we conclude that special strategies are necessary for dealing with incorrect
or vague use of student terminology.

Moreover, the role of motivational factors needs to be further examined. Pre-
vious research found that students’ attitudes towards learning and expectations
of computer systems affected their frustration and learning gain. Students who,
before any interaction with the system, didn’t believe that a computer system
can help them learn were more frustrated with a computer tutor, even though
they learned as much as the students who believed that a computer tutor would
be helpful [29]. In a case-based learning environment, novice students didn’t see
the need to write down their explanations, therefore skipping this step when
given an option. However, students who were forced to produce explanations
learned more, even though they were less happy with the system [30]. Thus, re-
ducing student frustration may not always have a positive effect on learning, and
designers should focus on determining which negative metactognitive and social
expressions indicate that learning is negatively affected and require action from
the system. There is now some work in detecting and responding to student un-
certainty in human-computer dialogue [31]. Future work should also investigate
how students’ prior attitudes to learning with computers affect their frustration
with interpretation problems, and how to devise better error-recovery strategies
to deal with the unavoidable limitations of natural language technology.

8 Conclusion

In this study we compared human-human tutorial dialogue with two different
computer tutoring styles, focusing on features correlated with learning gain.
We found significant differences between human-human and human-computer
tutoring, but also in how students interact with different computer tutors teach-
ing the same material. This could be partially explained by the limitations in
computer system capabilities and frustration arising from problems in system
interpretation. However, student attitudes to computers and learning may play
an important role as well. Moreover, different factors are associated with learning
gain depending on the system interaction style. Our results indicate that giving
adaptive feedback changes which factors are correlated with learning gain com-
pared to a system that simply gives away the answers. Further research should
particularly focus on dealing with negative social and metacognitive statements,
and address student beliefs which may be causing frustration, in addition to
improving the system’s ability to correctly interpret student’s answers.
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