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Abstract. The One Class Classification (OCC) problem is different
from the conventional binary/multi-class classification problem in the
sense that in OCC, the negative class is either not present or not prop-
erly sampled. The problem of classifying positive (or target) cases in the
absence of appropriately-characterized negative cases (or outliers) has
gained increasing attention in recent years. Researchers have addressed
the task of OCC by using different methodologies in a variety of appli-
cation domains. In this paper we formulate a taxonomy with three main
categories based on the way OCC has been envisaged, implemented and
applied by various researchers in different application domains. We also
present a survey of current state-of-the-art OCC algorithms, their im-
portance, applications and limitations.
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1 Introduction

Conventional multi-class classification algorithms aim to classify an unknown
object into one of several pre-defined categories. A problem arises when the
unknown object does not belong to any of those categories. In one-class classifi-
cation [1][2], one of the classes (referred to as the positive class or target class)
is well characterized by instances in the training data. For the other class (non-
target), it has either no instances at all, very few of them, or they do not form
a statistically-representative sample of the negative concept.

To motivate the importance of one-class classification, let us consider some
scenarios. One-class classification can be relevant in detecting machine faults, for
instance. A classifier should detect when the machine is showing abnormal/faulty
behaviour. Measurements on the normal operation of the machine (positive class
training data) are easy to obtain. On the other hand, most faults will not have
occurred so one will have little or no training data for the negative class. As
another example, a traditional binary classifier for text or web pages requires
arduous pre-processing to collect negative training examples. For example, in
order to construct a homepage classifier [3], collecting sample of homepages



(positive training examples) is relatively easy, however collecting samples of non-
homepages (negative training examples) is very challenging because it may not
represent the negative concept uniformly and may involve human bias.

The outline of the paper is as follows. In Section 2 we compare OCC and
multi-class classification problems. In Section 3 we propose a taxonomy for the
study of OCC and present current state-of-the-art survey of some of the major
research contributions under the proposed taxonomy. Section 4 concludes our
presentation with summary of the research work in OCC and guidelines for
future research.

2 OCC Vs Multi-Class Classification

In a conventional multi-class classification problem, data from two (or more)
classes are available and the decision boundary is supported by the presence of
example samples from each class. Moya et al. [4] originate the term One-Class
Classification in their research work. Different researchers have used other terms
to present similar concepts such as Outlier Detection [5], Novelty Detection [6] or
Concept Learning [7]. These terms originate as a result of different applications
to which OCC has been applied.

The drawbacks that are encountered in the conventional classification prob-
lems, such as the estimation of error rates, measuring the complexity of a solu-
tion, the curse of dimensionality, the generalization of the method, and so on,
also appear in OCC, and sometimes become even more prominent.

As stated earlier, in OCC tasks, the negative data is either absent or limited in
its distribution, so only one side of the classification boundary can be determined
definitively by using the data. This makes problem of one-class classification
harder than the problem of conventional multi-class / binary classification. The
task in OCC is to define a classification boundary around the positive (or target)
class, such that it accepts as many objects as possible from the positive class,
while it minimizes the chance of accepting non-positive (or outlier) objects. Since
only one side of the boundary can be determined, in OCC, it is hard to decide,
on the basis of just one class how tightly the boundary should fit in each of the
directions around the data. It is also harder to decide which attributes should be
used to find the best separation of the positive and non-positive class objects. In
particular, when the boundary of the data is long and non-convex, the required
number of training objects might be very high. Hence it is to be expected that
one-class classification algorithms will require a larger number training instances
relative to conventional multi-class classification algorithms [2].

3 Taxonomy and Review of OCC work

Based on reviewing past research that has been carried out in the field of OCC by
using different algorithms, methodologies and application domains, we propose
a taxonomy with three broad categories for the study of OCC problems. The
taxonomy can be summarized as (see Fig. 1):



(a) Availability of Training Data: Learning with positive data only (or with a
limited amount of negative samples) or learning with positive and unlabeled
data

(b) Methodology Used: Algorithms based on One Class Support Vector Machines
(OSVMs) or methodologies based on algorithms other than OSVMs

(c) Application Domain Applied: OCC applied in the field of text/document
classification or in other application domains

Fig. 1. Proposed Taxonomy for the Study of OCC Techniques

The proposed categories are not mutually exclusive, so there may be some
overlapping among the research carried out in each of these categories. However,
they cover almost all of the major research conducted using the concept of OCC
in various contexts and application domains. The key contributions in most OCC
research fall into one of the above-mentioned categories.

3.1 Availability of Training Data

OCC problems have been studied extensively under three broad frameworks:

1. Learning with positive examples only
2. Learning with positive examples and some amount of poorly distributed

negative examples
3. Learning with positive and unlabeled data

The last category has recieved much research interest among the text/document
classification community [8][9][10] that will be discussed in detail below in Section
3.3.



Tax and Duin [11][12] and Scholkopf et al.[13] have developed algorithms
based on support vector machines to tackle the problem of OCC using positive
examples only (refer to Section 3.2). The main idea behind these strategies is
to construct a decision boundary around the positive data so as to differentiate
the outliers (non-positives) from the positive data.

For many learning tasks, labeled examples are rare, whereas numerous un-
labeled examples are easily available. The problem of learning with the help of
unlabeled data given a small set of labeled examples is studied by Blum and
Mitchell [14] by using the concept of co-training for text classification. The co-
training setting can be applied when a data set has natural separation of its
features. Co-training algorithms incrementally build basic classifiers over each
of these feature sets. They show that under the assumptions that each set of fea-
tures is sufficient for classification, and the feature sets of each instance are con-
ditionally independent, given the class, PAC (Probably Approximately Correct)
learning [15] guarantees on learning from labeled and unlabeled data. Muggleton
[16] presents a theoretical study in the Bayesian framework where the distribu-
tion of functions and examples are assumed to be known. Skabar [17] describes
the use of feed-forward neural network to learn a classifier from a data set con-
sisting of labeled positive examples along with a corpus of unlabeled examples
containing positive and negative samples.

3.2 Algorithm Used

OSVM. The one-class classification problem is often solved by estimating the
target density [4], or by fitting a model to the data support vector classifier [18].
Tax and Duin [11][12] seek to solve the problem of OCC by distinguishing the
positive class from all other possible patterns in the pattern space. Instead of
using a hyper-plane to distinguish between two classes, a hyper-sphere is found
around the positive class data that encompasses almost all points in the data
set with the minimum radius. This method is called the Support Vector Data
Description (SVDD). Thus training this model has the possibility of rejecting
some fraction of the positively-labeled training objects, when this sufficiently
decreases the volume of the hyper-sphere. Furthermore, the hyper-sphere model
of the SVDD can be made more flexible by introducing kernel functions. Tax
[2] considers a Polynomial and a Gaussian kernel and found that the Gaussian
kernel works better for most data sets. A drawback of this technique is that they
often require a large data set; in particular, in high dimensional feature spaces,
it becomes very inefficient. Also, problems may arise when large differences in
density exist. Objects in low-density areas will be rejected although they are
legitimate objects.

Scholkopf et al. [13][19] present an alternative approach to the above men-
tioned work of Tax and Duin on OCC using a separating hyper-plane. The
difference between theirs and Tax and Duins approach is that instead of trying
to find a hyper-sphere with minimal radius to fit the data, they try to separate
the surface region containing data from the region containing no data. This is
achieved by constructing a hyper-plane which is maximally distant from origin,



with all data points lying on the opposite side from the origin and such that the
margin is positive. Their paper proposes an algorithm that computes a binary
function that returns +1 in small regions (subspaces) that contain data and -1
elsewhere. The data is mapped into the feature space corresponding to the ker-
nel and is separated from the origin with maximum margin. They evaluate the
efficacy of their method on the US Postal Services data set of handwritten digits
and show that the algorithm is able to extract patterns which are very hard to
assign to their respective classes and a number of outliers were identified.

Manevitz and Yousef [20] propose a different version of the one class SVM
which is based on identifying outlier data as representative of the second class.
The idea of this methodology is to work first in the feature space, and assume
that not only is the origin the second class, but also that all data points close
enough to the origin are to be considered as noise or outliers. The vectors lying
on standard sub-spaces of small dimension (i.e. axes, faces, etc.) are treated as
outliers. They evaluate their results on Reuters Data set 1 and the results are
worse than the OSVM algorithm presented by Scholkopf et al. [19].

Classifiers are commonly ensembled to provide a combined decision by av-
eraging the estimated posterior probabilities. When Bayes theorem is used for
the combination of different classifiers, under the assumption of independence, a
product combination rule can be used to create classifier ensemble. The outputs
of the individual classifiers are multiplied and then normalized (also called the
logarithmic opinion pool [21]). In OCC, as the information on the non-positive
data is not available, in most cases, the outliers are assumed to be uniformly
distributed and the posterior probability can be estimated. Tax [2] mentions that
in some OCC methods, distance is estimated instead of probability for one class
classifier ensembling. Tax observes that the use of ensembles in OCC improves
performance, especially when the product rule is used to combine the probability
estimates.

Yu [22] proposes an OCC algorithm with SVMs using positive and unlabeled
data, and without labeled negative data, and discusses some of the limitations
of other OCC algorithms [1][3][13][20]. Yu comments that in the absence of
negative examples, OSVM requires a much larger amount of positive training
data to induce an accurate class boundary.

Non-OSVMs. Ridder et al. [23] conduct an experimental comparison of vari-
ous OCC algorithms, including: (a) Global Gaussian approximation; (b) Parzen
density estimation; (c) 1-Nearest Neighbor method; and (d) Gaussian approx-
imation (combines aspects of (a) and (b)). Manevitz and Yousef [24] trained
a simple neural network to filter documents when only positive information is
available. To incorporate the restriction of availability of positive examples only,
they used a three-level feed forward network with a “bottleneck”.

DeComite et al. [25] modify the C4.5 decision tree algorithm [26] to get an
algorithm that takes as input a set of labeled examples, a set of positive examples,
and a set of unlabeled data, and then use these three sets to construct the

1 http://www.daviddlewis.com/resources/testcollections/reuters21578



decision tree. Letouzey et al. [27] design an algorithm which is based on positive
statistical queries (estimates for probabilities over the set of positive instances)
and instance statistical queries (estimates for probabilities over the instance
space). They design a decision tree induction algorithm, called POSC4.5, using
only positive and unlabeled data. They present experimental results on UCI data
sets 2 that are comparable to the C4.5 algorithm.

Wang et al. [28] investigate several one-class classification methods in the
context of Human-Robot interaction for face and non-face classification. Some
of the noteworthy methods used in their study are: (a) SVDD; (b) Gaussian data
description; (c) KMEANS-DD; (d) Principal Component Analysis-DD. In their
experimentation, they observe that SVDD attains better performance than the
other OCC methods they studied.

3.3 Application Domain Used

Text Classification. Traditional text classification techniques require an ap-
propriate distribution of positive and negative examples to build a classifier;
thus they are not suitable for this problem of OCC. It is of course possible to
manually label some negative examples, though that it is labour-intensive and
a time consuming task. However the core problem remains, that it is difficult or
impossible to compile a set of negative samples that provides a comprehensive
characterization of everything that is ‘not’ the target concept, as is assumed by
a conventional binary classifier.

The ability to build classifiers without negative training data is useful in a
scenario when one needs to extract positive documents from many text collec-
tions or sources. Liu et al. [29] propose a method (called Spy EM) to solve this
problem in the text domain. It is based on Näıve Bayesian classification (NB)
and the Expectation Maximization (EM) algorithm [30]. The main idea of the
method is to first use a technique to identify some reliable / strong negative
documents from the unlabeled set. It then runs EM to build the final classifier.
Yu et al. [3][31] propose an SVM-based technique called PEBL (Positive Exam-
ple Based Learning) to classify Web pages with positive and unlabeled pages.
Once a set of strong negative documents is identified, SVM is applied iteratively
to build a classifier. PEBL is sensitive to the number of positive examples and
gives poor results when they are small in number. Li and Liu [9] propose an
alternative method that extracts negative data from the unlabeled set using the
Rocchio method [32] . Although the second step also runs SVM iteratively to
build a classifier, there is a key difference in selection of the final classifier. Their
technique selects a “good” classifier from a set of classifiers built by SVM, while
PEBL does not. It is shown theoretically by Liu et al. [29] that if the sample
size is large enough, maximizing the number of unlabeled examples classified as
negative while constraining the positive examples to be correctly classified will
produce a good classifier. Liu et al. [8] develop a benchmarking system called
LPU (Learning from Positive and Unlabeled data) 3 and also propose an ap-

2 http://www.ics.uci.edu/ mlearn/MLRepository.html
3 http://www.cs.uic.edu/ liub/LPU/LPU-download.html



proach based on a biased formulation of SVM that allows noise (or error) in
positive examples. They experiment on Reuters data set and Usenet articles by
Lang [33] and conclude that biased-SVM approach outperforms other existing
two-step techniques.

Peng et al. [34] present a text classifier from positive and unlabeled docu-
ments based on Genetic Algorithms (GA). They perform experiments on the
Reuters data set and compare their results against PEBL [31] and OSVM, and
show that their GA based classification performs better. Koppel et al. [35] study
the “Authorship Verification” problem where only examples of writings of a sin-
gle author are given and the task is to determine if a given piece of text is or is
not written by this author. They test their algorithm on a collection of twenty-
one 19th century English books written by 10 different authors and spanning
a variety of genres. They obtain overall accuracy of 95.7% with errors almost
equally distributed between false positives and false negatives.

Denis et al. [36] introduce a Näıve Bayes algorithm and shows its feasibil-
ity for learning from positive and unlabeled documents. The key step in their
method is in estimating word probabilities for the negative class because nega-
tive examples were not available. This limitation can be overcome by assuming
an estimate of the positive class probability (the ratio of positive documents in
the set of all documents). In practical situations, the positive class probability
can be empirically estimated or provided by domain knowledge. Their results on
the WebKB data set 4 show that error rates of Näıve Bayes classifiers obtained
from positive examples trained with enough unlabeled examples are lower than
error rates of Näıve Bayes classifiers obtained from labeled documents.

Other Application Domains. OSVMs have been successfully applied in a
wide variety of application domains such as Handwritten Digit Recognition
[1][2][19], Information Retrieval [20], Face Recognition Applications [28][37], Med-
ical Analysis [38], Bioinformatics [39][40], Spam Detection [41], Anomaly Detec-
tion [42][43], Machine Fault Detection [44]. Compression neural networks for
one-sided classification have been used in many application areas, including de-
tecting Mineral Deposits [17]. Wang and Stolfo use one-class Näıve Bayes to
detect Masquerade Detection [45] in a network and show that less effort in data
collection is required with comparable performance as that of a multi-class clas-
sifier. Munroe and Madden [46] present a one class k-nearest neighbor approach
for vehicle recognition from images and showed that the results are comparable
to that of standard multi-class classifiers.

4 Conclusions and Future Work

The goal of One-Class Classification is to induce classifiers when only one class
(the positive class) is well characterized by the training data. In this paper, we
have presented a survey of current state-of-the-art research work using OCC.

4 http://www-2.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/



We observe that the research carried out in OCC can be broadly presented by
three different categories or areas of study, which depends upon the availability
of training data, classification algorithms used and the application domain inves-
tigated. Under each of these categories, we further provide details of commonly
used OCC algorithms. Although the OCC field is becoming mature, still there
are several fundamental problems that are open for research, not only in de-
scribing and training classifiers, but also in scaling, controlling errors, handling
outliers, using non-representative sets of negative examples, combining classifiers
and reducing dimensionality.

Classifier ensembles have not been exploited very much for OCC problems,
and techniques such as boosting and bagging deserve further attention. Another
point to note here is that in OSVMs, the kernels that have been used mostly are
Linear, Polynomial, Gaussian or Sigmoidal. We suggest it would be fruitful to
investigate some more innovative forms of kernel, for example Genetic Kernels
[47], that have shown greater potential in standard SVM classification. In the
case where abundant unlabeled examples and some positive examples are avail-
able, researchers have used many two-step algorithms (as have been discussed
in Section 3.3). We believe that a Bayesian Network approach to such OCC
problems would be an interesting exercise.

This survey provides a broad insight into the study of the discipline of OCC.
Depending upon the data availability, algorithm use and application, appropriate
OCC techniques can be applied and improved upon. We hope that this survey
will provide researchers with a direction to formulate future novel work in this
field.
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