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1 Introduction

Recent developments in computer technology have led to new possibilities of pre-
senting information and to a renewed interest in the effectsof different presenta-
tion modes. Naturally, this raises questions, such as “Which presentation modes are
most suitable given a particular communicative goal?” and “How should different
presentation modes be combined?” The IMOGEN (Interactive Multimodal Output
GENeration) project addressed these questions. This project was embedded in the
Dutch national research programme IMIX (Interactive Multimodal Information eX-
traction). Within IMIX a multimodal medical question answering (QA) system was
developed. The purpose of this system is to answer encyclopedic medical questions
from non-expert users. Questions can be typed or spoken (in Dutch), and answers
are presented using speech, text and pictures. Questions can be asked in isolation,
but the system is also capable of engaging in dialogs and answer follow-up ques-
tions.
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In the IMOGEN project different aspects of multimodal information presentation
were studied in order to improve the output quality of question answering (QA) sys-
tems. Early research in the field of QA concentrated on answering factoid questions,
i.e. questions that have one word or phrase as their answer, such as “Amsterdam” in
response to the question “What is the capital of the Netherlands?” The presentation
mode of the answers to these questions was typically text only. Nowadays, QA sys-
tems are also expected to give answers to more complex questions, which might be
more informative and effective if they contained multiple presentation modes, such
as text and a picture. Here, we focus on questions in the medical domain, since the
QA system developed as a demonstrator in IMIX aimed at answering encyclopedic
medical questions from non-expert users.

People can have different medical questions, including factoid definition ques-
tions, such as “What is RSI?” and procedural questions abouthow to take care of
one’s health, such as “How to prevent RSI?” People may also have different infor-
mation needs. In some situations, they are satisfied with a short answer in which, for
example, the abbreviation RSI is clarified (Repetitive Strain Injury). In other cases,
they want a longer answer in which more information is given about the causes and
consequences of the disorder. (For example,RSI stands for Repetitive Strain Injury.
This disorder involves damage to muscles, tendons and nerves caused by overuse
or misuse, and affect the hands, wrists, elbows, arms, shoulders, back, or neck.)
The answers to these medical questions can be presented through text or through
a combination of presentation modes, such as text and a static or dynamic picture.
For example, the most suitable answer presentation to the definition (what) question
“What does RSI stand for?” would probably be a short textual answer, such as “RSI
stands for Repetitive Strain Injury”. The answer to the procedural (how) question
“How to organize a workspace in order to prevent RSI?” would probably be more
informative if it contained a picture. This raises the questions how to determine for
a given question, whether a short or a long answer would be preferable and which
(combinations of) presentation modes are most suitable.

Multimodal information presentation has been studied in various research fields
with various outcomes. Research in cognitive and educational psychology focused
on how multimodal presentations affect the users’ understanding, recall and process-
ing efficiency of the presented material (e.g., [7, 17, 22]).Guidelines resulting from
this research often relate to specific types of information used in specific domains,
for example cause and effect chains [16] or procedural information [18]. Yet, these
guidelines do not tell us which modalities are most suited for which information
types, as each learning domain has its own characteristics [11].

Research in user interfaces has tried to classify and characterize presentation
modes. For example, Bernsen [3] proposed a taxonomy of generic unimodalities
consisting of various features. Other scholars studied theso-calledmedia allocation
problem (i.e., how to determine which information to allocate to which medium)
and tried to identify which factors play a role in media allocation [1]. They found
out that many factors are relevant: the nature of the information, the communicative
situation, goals of the producer, and features of the addressee.
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In short, attempts have been made to generate optimal multimodal information
presentations resulting in several presentation mode guidelines, frameworks, and
taxonomies. Still needed is information about people’s modality preferences in pro-
ducing and evaluating presentations. Therefore, we carried out three experiments
following the approach of Heiser, Phan, Agrawala, Tversky and Hanrahan [10]. The
experiments investigated multimodal information presentation in the context of a
medical QA system. In Experiment 1, people were asked to produce information
presentations, which were then rated by others in Experiment 2. In Experiment 3,
the answer presentations manually produced in Experiment 1were compared to
presentations with automatically retrieved pictures.

In this chapter we present the three experiments. In Experiment 1, we wanted
to know how non-experts design (multimodal) answers to medical questions, dis-
tinguishing betweenwhat questions andhow questions. In Experiment 2, we con-
centrated on how people evaluate multimodal (text+picture) answer presentations
on their informativeness and attractiveness. In Experiment 3, we evaluated two ver-
sions of an automatic picture selection method, and compared answer presentations
with automatically selected pictures to answer presentations with manually selected
pictures.

2 Experiment 1: Production of Multimodal Answers

In this section we present an experiment that was carried outto determine which
modalities people choose to answer different types of questions. In the experiment,
participants had to create (multimodal) presentations of answers to general medical
questions. More details on the experiment can be found in [12].

2.1 Participants

Participants were 111 students of Tilburg University, who participated for course
credits (65 female and 46 male). Their average age was 22 (SD =2.10, min = 19,
max = 32). All participants were native speakers of Dutch. All were second-year
undergraduate students who had received Internet search training in the first year
of their studies. They were all familiar with PowerPoint andused it on a regular
basis (daily: 3.6%, weekly: 22.5%, monthly: 51.4%, yearly:18.0%, never: 4.5%).
Finally, participants indicated on one 7-point semantic differential that their Power-
Point skills were above average (M = 5.01, SD = 1.10).
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2.2 Stimuli

Participants were given one of four sets of eight general medical questions for which
the answers could be found on the Internet. They had to provide two types of an-
swers per question, a short and a long answer, using whatevercombination of pre-
sentation modes they wanted. They did not get explicit instructions on the number
of words or pictures to be used in their answers. Participants were specifically asked
to present the answers as they themselves would prefer to findthem in a QA sys-
tem. Questions and answers had to be presented in a fixed format in PowerPointTM

with areas for the question (‘vraag’) and the answer (‘antwoord’). Participants were
given a short introduction about PowerPoint in which they were acquainted with
inserting different types of objects in PowerPoint. Also, they received a PowerPoint
manual. Of the eight questions in each set, four were randomly chosen from one
hundred medical questions formulated to test the IMIX system. Of the remaining
four questions, two werewhat questions (e.g., “What are thrombolytic drugs?”) and
two werehow questions (e.g., “How to apply a sling to the left arm?”).

2.3 Coding System and Procedure

Each answer was coded on the presence of visual media (i.e. photos, graphics, and
animations) – pictures, in short – and on the function of these pictures in relation to
the text, loosely based on Carney and Levin [7], i.e., decorative, representational, or
informative.

Decorative function A picture has a decorative function if removing it from the
answer presentation does not alter the informativeness of the answer in any way.
Figure 1 shows an example of an answer with a decorative picture. The answer
to the question “What are the side effects of a vaccination for diphtheria, whoop-
ing cough, tetanus, and polio?” consists of a combination oftext and a graphic.
The text describes the side effects of the vaccination, while the graphic shows a
syringe. The answer would not be less informative if the graphic was absent.

Representational function A picture has a representational function if removing
it from the answer presentation does not alter the informativeness of the answer,
but its presence clarifies the text. Figure 2 shows an exampleof an answer pre-
sentation with a representational picture. The question “What types of colitis can
be distinguished?” is answered through text and a graphic. The text describes the
four types of colitis and where they are located in the intestines. This information
is visualized in the graphic.

Informative function A picture has an informative function if removing it from
the answer presentation decreases the informativeness of the answer. If an answer
only consists of a picture, it automatically has an informative function. Figure 3
shows an example of an answer with an informative picture. The answer to the
question: “How can I strengthen my abdominal muscles?” consists of text and
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Fig. 1 Example of an answer with a decorative picture.

photos. The text describes some general information about abdominal exercises
(i.e., an exercise program should be well balanced and trainall abdominal mus-
cles). The last sentence refers to four exercises that can bedone do strengthen
the abdominal muscles. These exercises are illustrated with eight photos. For
each exercise two photos are given, indicating the first (a) and last (b) step of the
exercise.

In total 1776 answers were collected (111 participants× 8 questions× 2 an-
swers). One of the participants omitted one answer, so that the final data set con-
sisted of 1775 answers. Six analysts independently coded the same set of 111 an-
swers. Subsequently, every analyst independently coded a part of the total corpus
(approximately 300 answers). Calculations of Cohen’sκ showed that the analysts
agreed almost perfectly in judging the occurrence of photos(κ = .81), graphics
(κ = .83), and animations (κ = .92). An almost perfect agreement was also reached
in assigning the function of the picture media (κ = .83).

2.4 Results

Analysis of the complete corpus of coded answer presentations showed that almost
one in four answers contained one or more pictures (n = 442), consisting of graphics
(n = 232), photographs (n = 124), or animations (n = 49). In 37 cases, a combination
of these media was used.
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Fig. 2 Example of an answer with a representational picture.

Fig. 3 Example of an answer with an informative picture.
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Answer length

Long answers (M = 86, SD = 60) contained significantly more words than short
answers (M = 18, SD = 25),t(168.78) = −10.58, p < .001 (since Levene’s test
was significant, a correction on the degrees of freedom was made). Table 1 shows
that long answers contained significantly more pictures than short answers (χ2(1) =
173.89, p < .001). Moreover, the distribution of the functions of visualmedia dif-
fered significantly over answer length (χ2(2) = 33.79, p < .001). Decorative pic-
tures occurred most often in short answers (χ2(1) = 4.07, p < .05), whereas rep-
resentational pictures occurred most often in long answers(χ2(1) = 125.78, p <

.001). Informative pictures occurred most often in short answers (χ2(1) = 23.81,
p < .001).

Table 1 Percentages of function of visual media related to short andlong answers (n = 442).

Short answers (n = 101) Long answers (n = 341)

Decorative pictures (n = 70) 26.7 12.6
Representational pictures (n = 201) 20.8 52.8
Informative pictures (n = 171) 52.5 34.6

Question type

Analysis of the twowhat questions and the twohow questions (n = 887, of
which 271 contained pictures) showed that pictures occurred significantly more
often in how questions (χ2(1) = 29.23, p < .001). Table 2 also shows that an-
swers towhat questions contained significantly more decorative and representa-
tional pictures, while answers tohow questions contained more informative pictures
(χ2(2) = 22.70, p < .001).

Table 2 Percentages of functions of pictures related towhat questions andhow questions (n =
271).

What questions (n = 91) How questions (n = 180)

Decorative pictures (n = 27) 19.8 5.0
Representational pictures (n = 129) 53.8 44.4
Informative pictures (n = 115) 26.4 50.6
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2.5 Conclusion

The results showed that people made use of multiple presentation modes in their
answers and that the design of these presentations was affected by answer length and
question type. What is not clear, is how people evaluate multimodal (text+picture)
answer presentations. In the next section, an evaluation experiment is discussed in
which this issue was investigated.

3 Experiment 2: Evaluation of Multimodal Answers

In this section we present Experiment 2, which was conductedto investigate how
users evaluate different types of multimodal answer presentations. In this experi-
ment, participants had to assess the informativity and attractiveness of answer pre-
sentations for different types of medical questions. More details on the experiment
can be found in [13].

3.1 Participants

Participants were 108 native speakers of Dutch (66 female and 42 male). Their av-
erage age was 25 (SD = 8.24, min = 18, max = 64). None had participated in Exper-
iment 1.

3.2 Design

The experiment had a 16 (question)× 2 (short or long answer)× 3 (decorative
picture, informative picture, or no picture) mixed factorial design, with the question
as a within participants variable and the answer length and picture type as between
participants variable. The dependent variables were the participants’ assessment of:
(a) the clarity of the text, (b) the informativeness of the answer presentation, (c)
the attractiveness of the answer presentation, (d) informativeness of the text-picture
combination and (e) the attractiveness of the text-picturecombination. The partici-
pants were randomly assigned to an experimental condition.

3.3 Stimuli

We selected 16 medical questions for which the corpus collected in Experiment 1
contained: (i) an informative picture, which added new information to the answer
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and (ii) a decorative picture, which did not. Although the results of Experiment
1 showed that participants used different picture types when producing short and
long answers, only informative and decorative pictures were taken into account in
Experiment 2. It was hypothesized that decorative pictureswould be evaluated as
most attractive but least informative, as they might make the text more vivid but
do not add new information to the textual answer. Informative pictures on the other
hand would be evaluated as least attractive but most informative, as they add new
information to the textual answer but do not necessarily make the information more
attractive. Representational pictures visually display the main topic of the textual
answer, but do not add new information. In this respect, theyare quite similar to
decorative pictures, as they might make the textual answer more vivid but add no
new information to the textual answer. Therefore, representational and decorative
pictures were combined into decorative pictures.

The set of selected questions consisted of eightwhat questions and eighthow
questions. For each question a short and a long textual answer was formulated. The
textual answers were chosen from the set of answers collected in Experiment 1.
Small adjustments were made to these answers in order to makethem more com-
parable. The short answer gave a direct answer to the question, while the long an-
swer also provided some relevant background information. The average length of
the short answers was 26 words and the average length of the long answers was 66
words. We made sure that the type of question did not affect the answer length for
short answers (F[1,14] = 3.59, p = .08), nor for long answers (F < 1).

Answers to the medical questions were presented in six different presentation
formats: a short and a long textual answer, each used (i) on its own (unimodal),
(ii) combined with an informative picture (multimodal) and(iii) combined with a
decorative picture (multimodal). In the remainder of this section, we only discuss
the multimodal answer presentations.

Two multimodal answer presentations, a short and a long answer, contained a
decorative picture. Figure 4 shows the short and the long answer to the question
“How to organize a workspace in order to prevent RSI?”, illustrated with a dec-
orative photograph showing a workspace. The other two multimodal answer pre-
sentations contained an informative picture. Figure 5 shows the short and the long
answer to the same question as in Figure 4, but this time illustrated with an infor-
mative graphic. The graphic depicts an ergonomic workspacein detail. It should
be noted that all answer presentations were designed in sucha way that the textual
element by itself already contained enough information to answer the question; the
informative pictures only added relevant background information.

All answer presentations were presented to the participants in a random order,
which was the same for all participants.
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Fig. 4 Examples of a short textual answer (top) and a long textual answer (bottom) with a decora-
tive picture.
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Fig. 5 Examples of a short textual answer (top) and a long textual answer (bottom) with an infor-
mative picture.
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3.4 Procedure

The experiment was conducted using WWSTIM [23], a CGI-basedscript that au-
tomatically presents stimuli to the participants and transfers all data to a database.
This enabled us to run the experiment via the Internet.

The participants received an e-mail inviting them to take part in the experiment.
This e-mail briefly stated the goal of the experiment, the amount of time it would
take to participate, the possibility to win a gift certificate, and the URL of the ex-
periment. When accessing the website of the experiment, participants received in-
structions about the procedure. Next, they entered their personal data (i.e. age, gen-
der, level of education, and optionally their e-mail to win agift certificate). After a
short practice session, participants studied 16 question-answer combinations, one at
a time. After each combination, they were shown the same combination with at the
bottom five seven-point semantic differentials (implemented as radio buttons) which
they had to use to rate the informativeness of the answer (theanswer presentation is
informative/ not informative), the attractiveness of the answer (the answer presenta-
tion is attractive/ not attractive), the informativeness of the text-picture combination
(the text-picture combination is informative/ not informative), the attractiveness of
the text-picture combination (the text-picture combination is attractive/ not attrac-
tive), and the clarity of the text (the text is formulated in asimple / complex way).

3.5 Results

Here we only report on the participants’ assessment of the informativeness and the
attractiveness of the text-picture combinations. For (partial) results on the other pre-
sentation aspects evaluated by the participants, see Section 5.6, where they are com-
pared to the results of automatically illustrated presentations.

The results were tested for significance using a 4 (answer presentation)× 2
(question type) repeated measures analysis of variance (ANOVA). As shown in Ta-
ble 3, short answers with an informative picture were evaluated as most informative,
and short answers with a decorative picture as least informative (F[3,68] = 9.32,
p < .001,η2

p = .29). Answers tohow questions were rated as more informative than
answers towhat questions (F[1,68] = 15.13, p < .001,η2

p = .18). Finally, an inter-
action was found between answer presentation and question type (F [3,68] = 4.27,
p < .01,η2

p = .16): for both short (F[1,17] = 17.12, p < .005,η2
p = .50) and long

(F[1,17] = 7.31, p < .025,η2
p = .30) answers with an informative picture, answers

to how questions were evaluated as more informative than answers to what ques-
tions. For answers with a decorative picture no significant differences were found
between the two question types.

Long answers with an informative picture were evaluated as most attractive, long
answers with a decorative picture were evaluated as least attractive (F[3,68] = 4.64,
p < .01,η2

p = .17). Answers tohow questions were evaluated as more attractive than
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answers towhat questions (F[1,68] = 20.59, p < .001,η2
p = .23). No interaction

was found between answer presentation format and question type (F < 1).

Table 3 Mean results for the informativeness and attractiveness ofanswer presentation types (rat-
ings range from 1 = “very negative” to 7 = “very positive”; standard deviations in parentheses).

Text with decorative picture Text with informative picture

Factor Question type Short Long Short Long

Informative What 3.83 (1.13) 4.01 (1.30) 4.91 (.81) 4.97 (1.20)
How 3.70 (1.26) 4.27 (1.18) 5.53 (.70) 5.40 (.84)
Total 3.76 (1.16) 4.14 (1.19) 5.22 (.69) 5.18 (1.00)

Attractive What 3.93 (.87) 3.76 (1.14) 4.43 (.88) 4.69 (1.01)
How 4.18 (1.12) 4.18 (1.10) 4.95 (.84) 5.08 (.76)
Total 4.06 (.96) 3.97 (1.07) 4.69 (.75) 4.89 (.79)

3.6 Conclusion

The results show that answers with an informative picture were evaluated as more
informative than answers with a decorative picture, especially for short answers,
which is consistent with the production experiment (Experiment 1). The informa-
tion load of the textual answers could explain these results. Short answers contain
less information than long ones. Therefore, an informativepicture adds more infor-
mation to short answers than to long answers, and is thus perceived as more infor-
mative in combination with a short answer. Also, answers tohow questions with an
informative picture were evaluated as more informative than answers towhat ques-
tions. Arguably, the medical procedures – as they occurred in this experiment – lend
themselves better to be visualized than definitions, because they have a dynamic
and spatial character. Interestingly however, long answers with informative pictures
were evaluated as most attractive, suggesting that users like complete information
together with highly informative pictures.

4 Automatic production of multimodal answers

In the previous sections, we discussed how humans produce and evaluate multi-
modal answers. However, most existing QA systems present their answers in one
presentation mode, i.e. text snippets retrieved from a document corpus. Pictures that
occur in the corpus documents are generally ignored, since the text-oriented retrieval
methods used in QA systems cannot deal with them. A method forextending the an-
swers returned by a QA-system with appropriate pictures hasbeen proposed in [4].
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In this section we describe the picture selection method, and in the next section we
present a user evaluation (Experiment 3) in which the results of two variations of this
method are compared with the manually created multimodal answer presentations
used in Experiment 2.

4.1 Multimedia Summarization

Our approach to generating multimodal answers to questionsis essentially auto-
matic multimedia summarization, using established techniques from automatic text
summarization. Most text summarization methods (used in the context of a QA sys-
tem) are based on comparative analyses between the user’s query and parts of the
source document(s). Multimedia summarization faces the difficulty that different
media have different features and thus cannot be directly compared (e.g., the word
“red” cannot be directly compared to the color red). Analyzing and converting me-
dia content to a semantic representation has been proposed as a solution for this
problem [8, 15, 19, 20]. However, automatic analysis of media content is difficult
and often unreliable. Manual annotation is an alternative which answers some of
these objections, but this is very laborious. Another solution, which according to de
Jong et al. [14] is often overlooked, is to use related linguistic content for analysis,
instead of the media items themselves. If related text adequately describes a media
item, text-based retrieval methods can be used to retrieve non-textual media.

We automatically generate multimedia presentations as answers to medical ques-
tions by using a query-based summarization framework ([5],this volume) in a mul-
timedia setting. The query-based summarization frameworkrelies on a combination
of one or more feature graphs representing the source documents. A content unit
can be a unit of any medium, such as a text snippet or a picture.The graphs express
relations between the documents’ content units, and are constructed using content
(e.g. cosine similarity, see the next section) or context (e.g. layout) to relate content
units. This way, content can be presented for which there is only indirect evidence of
relevance. For instance, a sentence that is adjacent – and thus contextually related –
to a sentence that is similar to the query may be included in the answer, even though
it is only linked to the query indirectly. This concept may also be applied to mul-
timedia. A picture can be related to a piece of text by using layout information. A
straightforward indication of relatedness of text and visual content is when the text
is the picture’s caption, but the paragraph or section in which the picture is located
may also be considered as related to the picture.

4.2 Automatic Picture Selection

In the IMIX system, the approach sketched above is used to select the best pic-
ture to illustrate a given textual answer to a medical question. To find this picture,
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the illustration system compares the text of the answer withpicture-associated text.
The more similar the two text passages, the more likely the picture is relevant. The
picture-associated text is interpreted as a textual representation of the picture. This
may be either the picture’s caption or the paragraph (or section if no single para-
graph could be related to the picture) in which the picture was found. The relevancy
of a picture for the answer is calculated as:

Rpicture(i,t) = cosim(t,text(i)) (1)

WhereRpicture(i,t) is the relevancy of picturei to textt; andtext(i) is the text asso-
ciated with picturei. The functioncosim(a,b) calculates the cosine similarity ofa
andb.

Cosine similarity is a way of determining lexical similarity of text passages. The
idea behind cosine similarity is that a text’s meaning is constituted by the meaning
of its words. To measure cosine similarity between two passages, we represent both
texts as a vector whose elements represent the contributionof a word to the meaning
of the passage. Before measuring the cosine similarity, words are stemmed using
Porter’s stemmer [21]. The cosine similarity is calculatedas follows:

cosim(a,b) =
∑n

k=1 ak ·bk

|a| · |b|
(2)

Wherecosim(a,b) is the similarity of passagesa andb; n is the number of distinct
words in the passages. Both passages are represented as a vector of lengthn, with
ak representing the contribution of wordk to passagea. The denominator ensures
that passage vectors are normalized by their lengths. The value |a| is the length of

passage vectora, measured as
√

∑n
k=1 a2

k .
Determining how much a particular word contributes to the meaning of a passage

is calledterm weighting. We usetf · idf term weighting, i.e. the contribution of a
word to a passage is calculated as the word’s occurrence frequency in the passage
(term frequency, TF) multiplied by the word’s inverse document frequency (IDF).
IDF is a measure of how characteristic the word is for a passage. To measure the
inverse document frequency, we require a large set of passages. For this we use the
passage vectors of picture-associated text for all pictures in a medical corpus (see
Section 5.3), plus the passage vector of the answer text. A word occurring in few
of these passages receives a high IDF value, because the low occurrence rate makes
it descriptive of the few passages it appears in. Conversely, a word occurring in
many passages receives a low IDF value. The contribution of wordk to passagea is
measured as follows:

ak = t fa,k · id fk (3)

Wheret fa,k is the number of occurrences of wordk in passagea; andid fk is the IDF
value of wordk. The IDF value is calculated as follows:
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id fk = log
|D|

|{d | d ∈ D∧ k ∈ d}|
(4)

Where|D| is the number of passages in the corpus (i.e. the number of pictures plus
one); and the denominator is the number of documents which contain the wordk.
The final answer presentation consists of the textual answerand the most relevant
picture and its caption.

Figure 6 shows an example of an answer presentation containing an automati-
cally selected picture. In this figure and in Figure 7 the answer presentation is em-
bedded in the web interface used for Experiments 2 and 3, which was designed to
replicate the ‘look and feel’ of a medical QA system.

Fig. 6 Example of an answer presentation consisting of text and an automatically selected picture.
The presentation answers the question “What are thrombolytics?” The text of the answer explains
that thrombolytics are drugs used to dissolve blood clots. The picture depicts a schematic repre-
sentation of clotted blood.
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5 Experiment 3: Evaluating Automatically Produced
Multimodal Answers

We carried out an experiment to evaluate two variants of the previously described
approach for automatically adding pictures to textual answers. The study was largely
identical to Experiment 2, except that we used automatically retrieved pictures in-
stead of manually selected ones. More details on the experiment can be found in
[6].

5.1 Participants

Seventy five people participated (44 female and 31 male). Their average age was 22
(SD = 7.11, min = 18, max = 55). Fifty six of them (75%) were students recruited
from Tilburg University. None had participated in the previous two experiments.

5.2 Design

The experiment had a 16 (question)× 2 (short or long answer)× 2 (retrieval
method: using caption or section) mixed factorial design, with the question as a
within participants variable and the answer length and retrieval method as between
participants variables. The dependent variables were the same as in Experiment 2,
i.e., the participants’ assessment of: (a) the clarity of the text, (b) the informative-
ness of the answer presentation, (c) the attractiveness of the answer presentation, (d)
informativeness of the text-picture combination and (e) the attractiveness of the text-
picture combination. The participants were randomly assigned to an experimental
condition.

One of the goals of Experiment 3 was to compare the automatically illustrated
answer presentations to the manually created answer presentations used in Experi-
ment 2; therefore we re-used the same design. Experiment 2 used manually selected
pictures only, and relevance of the pictures was assumed. Incontrast, some of the
automatically selected pictures used in Experiment 3 were irrelevant, either because
there was no appropriate picture in the database or simply because the algorithm
failed to find one. However, choosing to use the same design for both evaluation ex-
periments meant that in Experiment 3, the participants judged the informativeness
of the text-picture combinations instead of directly assessing the relevance of the
automatically selected pictures.
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5.3 Stimuli

In our study, we used the same set of 16 general medical questions that had been
used in Experiment 2, with the same short and long textual answers. The textual
answers were illustrated with automatically retrieved pictures using the algorithm
described in Section 4. The pictures were retrieved from a repository of medical
pictures that had been automatically extracted from two medical sources. Each of
the pictures in the repository had two corresponding textual annotations: the first
annotation represented the caption of the picture in the original document, and the
second represented the paragraph (or section) in which the picture was found.

The pictures and their annotations were extracted from two medical sources in-
tended for a general audience and written in Dutch, providing information about
anatomy, processes, diseases, treatment and diagnosis. The first source, Merck Man-
ual medisch handboek [2], Merck in short, contains 188 schematic illustrations of
anatomy and treatment, process schemas, plots and various types of diagrams. The
other source, Winkler Prins medische encyclopedie [9], WP in short, contains a vari-
ety of 421 pictures, including photographic pictures, schema’s and diagrams. These
sources were selected because they cover the popular medical domain and they are
relatively structured - paragraph boundaries are marked inthe text and all 609 pic-
tures have captions. The pictures have a high information density; only few pictures
are decorative. Consequently, the pictures are relativelyspecific to their context,
which complicates their reuse in a slightly different context.

For each of the textual answers, two answer presentations were generated. For
one of the presentations, the picture was retrieved using its caption as associated
text, and for the other the picture was retrieved based on thesmallest unit of sur-
rounding text (paragraph or section) from the original document of the picture. Re-
gardless which text was used for selecting the picture (caption or surrounding text),
the caption was always presented together with the picture in the answer presenta-
tion. However, in order to prevent excessive caption lengths, captions were truncated
to their first sentence during presentation generation (theremaining sentences were
used for retrieval but not in the presentation). If the surrounding text (section in
short) was used for picture selection, this text was not included in the answer pre-
sentation. The corpus did not contain an appropriate picture for all answers, which
forced the illustration system to select less appropriate pictures for some of the pre-
sentations. In some cases the selected picture was plain irrelevant, but in some other
cases, the picture was related to the text but had a differentperspective. For instance,
the picture in Figure 7 addresses the deformation of red blood cells rather than their
generation. In our estimation (not formally validated) around 30% of the automati-
cally selected pictures used in Experiment 3 were irrelevant, in the sense that they
had absolutely no connection with the answer text. For example, a picture of egg
and sperm cells was selected to illustrate an answer about RSI. The other pictures
were either fully relevant, such as the picture in Figure 6, or somewhat relevant,
such as the picture in Figure 7.
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Fig. 7 Example of a picture which is related to, but not fully relevant for, the answer text. The
presentation answers the question “Where are red blood cells generated?” The text explains that
red blood cells are generated from stem cells in the bone marrow. Rather than illustrating this,
however, the picture shows various deformations of red blood cells.

5.4 Procedure

The procedure was identical to the procedure of Experiment 2; see Section 3.4.

5.5 Data Processing

The results of the assessments were normalized to be in the range [0 . . . 1]. A rating
n between one and seven (inclusive) was normalized as (n−1). For processing the
results, the following non-standard method was used. For each condition and each
medical question and assessment question, the average assessment was calculated.
For pair-wise significance testing of differences between two experimental condi-
tions for a particular assessment question, the percentageof answer presentations
was measured for which the rating of one condition was higherthan that of an-
other. A condition that consistently received higher average ratings than the other
for each medical question got a score of 100%; consequently,the other condition got
a relative score of 0%. Significance was tested by means of 106-fold approximate
randomization. A difference is considered significant if the null hypothesis (that the
sets are not different) can be rejected at a certainty greater than 95% (p < .05),
unless stated otherwise.

The reasons for using the mutual rank instead of the average judgment were that
the standard deviation of ratings of answers to some medicalquestions was higher
than the standard deviation for answers to other medical questions. As a result, some
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Fig. 8 Average assessments of (a) textual clarity; (b) informativeness of the answer presentation;
(c) attractiveness of the answer presentation; (d) informativeness of the text-picture combination,
and (e) attractiveness of the text-picture combination.

medical questions affected the average rating more than others. This made it less
likely to find significant differences in the average rating.Using the mutual rank
avoided this problem.

5.6 Results

Caption versus Section

Figure 8(a) shows that the level of clarity of the textual component of the answer
was judged similar. No significant differences between the conditions were found.
Figure 8(b) indicates that for the informativeness of the presentation, long answers
were rated significantly more informative than short answers. However, for long an-
swers, the combination of picture and text (Figure 8(d)) wasjudged less informative.
This difference was biggest for section-selected pictures, although not significant.
Figure 8(c) and (e) show that the presentation as well as the picture-text combina-
tion were rated significantly more attractive if the pictures were selected by their
captions than when the surrounding section was used for picture selection. No dif-
ferences were found between short and long textual answers in the attractiveness of
the presentation or the picture-text combination.

Automatically versus Manually Selected Pictures

The results of two experiments are comparable only if the group of participants in
one experiment is similar to the participants of the other experiment. In both Ex-
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Fig. 9 Average assessments of (a) textual clarity; (b) informativeness of the answer presentation;
(c) attractiveness of the answer presentation; (d) informativeness of the text-picture combination,
and (e) attractiveness of the text-picture combination. For comparability, these results include only
registered students from Tilburg University. Therefore, the actual values may differ slightly from
Figure 8.

periments 2 and 3, students and non-students took part and their answers to some
of the assessment questions were significantly different. Therefore, to enable com-
paring the results of the two experiments, the group of non-students was filtered
out in order to ensure that the experimental conditions werethe only variables over
both experiments. In total, 98 people (70 female, 28 male) who participated in ei-
ther Experiment 2 or 3 were registered students. Forty-two of them contributed to
Experiment 2 and 56 contributed to Experiment 3. The averageassessments of the
98 participants are shown in Figure 9.

These results combine the 16 short and the 16 long answer presentations, com-
prising 32 data points for each condition and assessment question. They include the
unimodal condition from Experiment 2, which was not discussed in Section 3.

For informativeness of the answer presentation, no significant differences were
found between answer presentations with a caption-selected picture and answer pre-
sentations with a manually selected informative picture. However, answer presenta-
tions with a section-selected picture were rated as significantly less informative than
answer presentations with a manually selected informativepicture, a decorative pic-
ture, or no picture at all. For attractiveness of the answer presentation, no significant
differences were found between answer presentations with an automatically selected
picture (either caption- or section-based), a manually selected decorative picture, or
no picture at all. We measured no significant effect of the presence of (different
types of) images on the user’s perception of the clarity of the text.

The informativeness as well as the attractiveness of the text-picture combina-
tion was not significantly different between answers with anautomatically selected
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picture (either caption- or section-based) or a manually selected decorative picture.
However, the informativeness of the text-picture combination was rated significantly
higher for answer presentations with a manually selected informative picture than
for answer presentations with an automatically selected picture or a manually se-
lected decorative picture. Participants also found manualinformative pictures more
attractive than any other category in combination with the text.

Average ratings of automatic presentations may have been negatively affected
by inconsistent performance of the picture selection algorithm. If the relevance of
automatic pictures is less consistent than that of manual pictures, this should be
reflected in the variability of the results. Indeed we found that for automatic pictures,
participants showed greater variability than for manual pictures in their assessments
of textual clarity, informativeness and attractiveness ofthe answer presentation.

Cosine Similarity as Indicator of Picture Relevance

The selection criterion for automatic pictures was the cosine similarity of the tex-
tual component of the answer and the text associated with thepicture (a caption or a
section depending on the condition). The picture with the highest cosine similarity
was selected. Because cosine similarity is used as a measureof relevance, this value
can be interpreted as a confidence value, i.e. how confident the system is that the
selected picture is actually relevant. In the IMIX system, in which this picture se-
lection method is implemented, the answer is presented text-only if no picture has a
confidence (cosine similarity) above a certain configurablethreshold. Table 4 shows
the averages of the cosine similarity values of the picturesselected for the answers
in this experiment.

Table 4 Statistics of the cosine similarity of the textual component of the answer and the text
passage used for indexing the selected picture.

Condition Average Standard deviation Range

Brief text; caption-selected picture 0.190 (0.00788) [0.0687,0.347]
Extended text; caption-selected picture 0.188 (0.00631) [0.0786,0.397]
Brief text; section-selected picture 0.133 (0.00501) [0.0295,0.311]
Extended text; section-selected picture 0.162 (0.00654) [0.0373,0.319]

But what is the meaning of cosine similarity as a confidence value? Cosine sim-
ilarity can be used to predict the relevance of the picture ifthere is a correlation
between the cosine similarity and the experimental participants’ judgments of a pre-
sentation. Figure 10 shows the correlation of the confidence(cosine similarity) value
and the participant judgments. A value of 1 (or -1) indicatesa perfect increasing (or
decreasing) linear correlation. This correlation was greatest for the participant judg-
ments of the informativeness of the text-picture combination (.51 and .44 with short
and long answer texts respectively). This is an encouragingresult, given that this
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Fig. 10 Pearson correlation coefficient between the confidence (cosine similarity) of picture selec-
tion and the assessments of (a) textual clarity; (b) informativeness of the answer presentation; (c)
attractiveness of the answer presentation; (d) informativeness of the text-picture combination, and
(e) attractiveness of the text-picture combination.

aspect seems to correspond most closely to picture relevance. With respect to attrac-
tiveness, the correlation with confidence was significantlygreater for short answers
than for long answers. There was only a slight difference in correlation between
attractiveness and confidence for different picture selection methods.

Remarkably, participants perceived the textual componentof answers as less
clear when the confidence value of the picture was greater. This puzzling result sug-
gests that relevant pictures negatively affect the clarityof the textual answer rather
than enhance it. A possible explanation is that any mismatches between picture and
text may be more confusing when text and picture seem closelyrelated than when
the picture obviously does not fit the text, in which case it can be easily ignored and
does not influence the interpretation of the text.

5.7 Conclusion

The results of the evaluation experiment indicate that the caption-based picture se-
lection method results in more informative and attractive presentations than the
section-based method, although the difference in informativeness was not signifi-
cant. Furthermore, caption-based picture selection showsa greater correlation be-
tween confidence and informativeness, which indicates thatthe confidence value
better predicts the informativeness of the picture. Compared to manually created
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answer presentations, we found that answer presentations with an automatically se-
lected picture were largely rated at the same level as presentations with a manually
selected decorative picture or even no picture at all. This is not entirely surprising.
In Experiment 3, the manually selected pictures used in Experiment 2 were used
as a gold standard for decorative and informative pictures respectively. However,
in practice, it is unlikely that this gold standard could be achieved with the set of
609 pictures from our medical corpus, because the picture sources used by the par-
ticipants in Experiment 1 (which formed the basis for the answer presentations in
Experiment 2) were unrestricted and thus offered far more opportunities to find a
suitable illustration for a given answer text.

Finally, an investigation of the relation between system confidence and our ex-
perimental results revealed a negative correlation between textual clarity and the
predicted relevance of the selected illustration.

6 General Discussion

This chapter described three experiments in which we investigated which (combi-
nations of) presentation modes are most suitable for the answers of a medical QA
system. In Experiment 1, we were interested in the spontaneous production of mul-
timodal answers to medical questions. The results showed that people used pictures
more frequently when producing long answers. Informative pictures were more fre-
quently used in short answers, while representational pictures were most frequent in
long answers. It is likely that when the answer does not contain much text, a picture
will contain additional information with regard to the text. When the answer con-
tains much text, it is likely that a picture adds less information to it (i.e. it visually
represents the information already present in text). Shortanswers contained more
decorative pictures than long answers, possibly because lack of room for discussing
pictured information in short answers led the participantsto add simple illustrations,
requiring no textual explanation, more often than when creating presentations with
long answers.

Also, people used decorative pictures more frequently in the answers towhat
questions. Informative pictures on the other hand occurredmost often in the an-
swers tohow questions. Possibly, in textual answers towhat questions the picture
represented an element of the question. Pictures in the answers tohow questions
were often used to explain the steps within the procedure andtherefore added infor-
mation to the textual answer.

In Experiment 2, we concentrated on how people evaluate different multimodal
(text and a picture) answer presentations on their informativeness and attractive-
ness. The results showed that answers with an informative picture were evaluated as
more informative than those with a decorative picture. Moreover,how answers with
informative pictures were evaluated as more informative thanwhat answers with in-
formative pictures. An explanation for this result could bethat medical procedures
– as they occurred in this experiment – lend themselves well to being visualized
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as they have a temporal and spatial character. Definitions onthe other hand often
contain abstract concepts which are less easily visualized.

Another interesting result is that while short answers withan informative picture
were evaluated as most informative, long answers with an informative picture were
evaluated as most attractive. The information load of the textual answers might ex-
plain these results. Short and long textual answers differ in their information density,
i.e. short answers contain less information than long ones.Therefore, an informative
picture has more added value for short answers than for long answers, increasing the
perceived informativeness of the short answer presentations. On the other hand, an
informative picture adds relatively less information to a long textual answer and
therefore primarily serves to enhance the attractiveness of the presentation.

In Experiment 3, we conducted a user evaluation in which two versions of the
automatic picture retrieval method were compared: caption-selected illustrations
versus section-selected illustrations. The caption-based picture selection method re-
sulted in more informative and attractive answers than the section-based method, al-
though the difference in informativeness was not significant. Furthermore, caption-
based picture selection showed a greater correlation between confidence and in-
formativeness, which indicates that the confidence value better predicts the infor-
mativeness of the picture. A system could use this to respondby not offering any
picture if no relevant picture is available (as done in the IMIX system). All in all,
the caption-based picture selection method offers more promising results than the
section-based selection method.

When compared to manually created answer presentations, wefound that answer
presentations with an automatically selected picture werelargely rated at the same
level as presentations with a manually selected decorativepicture (which did not
add any information to the answer) or even no picture at all. This may be partially
explained by the design of the experiment, where the visual element of the answer
presentations was not needed to answer the question, since the textual element con-
tained all the required information. Also, the results wereundoubtedly influenced by
the fact that our picture corpus did not contain appropriatepictures for all answers,
in which case the algorithm had no choice but to select an irrelevant picture.

An investigation of the relation between system confidence and our experimental
results revealed an intriguing negative correlation between textual clarity and the
predicted relevance of the selected illustration. Apparently, seeing an answer text in
combination with a picture that is related to it, but not fully attuned to it, may be
confusing to the user. Problems like these might be solved bythe development of
post-processing methods to adapt the textual and visual components of the answer
presentation to each other, so that they form a more coherentwhole.
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