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Preface

Human language technologies emerged in late twentieth century as a natural
consequence of the technological progress of the human race. Since the indus-
trial revolution in the eighteenth century, through the nineteenth and twentieth
centuries, humans considerably transformed the world and definitely entered into
the role of masters of the game. In an environment dominated by today’s tech-
nology, humans effectively took over the totality of the animate world. The key
to this success has consisted, since ancient times, in having mastered energy:
fire, gunpowder, steam, coal, water power, electricity, nuclear power. The result
was the creation of ever more sophisticated tools and artifacts at the high price
of the destruction of large areas of the natural environment and of traditional
social structures. Humans have become slaves of the technologies they invented
and the subjects of new complex social structures. A new kind of resource, with
roots dating back to Gutenberg and beyond, was focussed on at the beginning
of the twenty-first century: information. In the information-rich technological
environment, a new sociopolitical concept of the Information Society became a
paradigm1. The Information Society implies a novel kind of social relation in
the world in which people are surrounded by a mass of information-rich artifacts
and technologies designed to be collaborative aids for them. This idea, explicitly
addressed by EU policies of the last 20 years, gave a new stimulus for the de-
velopment of technologies involving (or depending on) various forms of Natural
Language Processing and Speech Technology, i.e., the so-called Human Language
Technologies2.

In the preface to the LTC 2007 Revised Selected Papers3 the editors men-
tioned a number of challenges which inspire researchers and language engineers
in this field across the world:

- Human languages evolved in such a way that made it well suited for humans
but especially unsuited for processing on today’s digital computers. Devel-
opment of appropriate methodology to face the logical complexity of the
human language remains a major challenge both for linguists and computer
science engineers, although an essential progress has been achieved during
the last 50 years.

1 Information Society Technologies was one of thematic priorities under the European
Six Framework Programme for the period 2002-2006.

2 This term first(?) appeared in the name of the ARPA Human Language Technology
(HLT) Workshops in 1993 (Former DARPA Speech and Natural Language Work-
shops).

3 Zygmunt Vetulani and Hans Uszkoreit (Eds.)(2009): Human Language Technology,
Challenges of the Information Society, Third Language and Technology Conference,
LTC 2007, Poznan, Poland, October 2007, Revised Selected Papers. LNAI 5603.
Springer-Verlag, Berlin, Heidelberg.
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- The multilingual global society poses another grand technological challenge
because in order to preserve the multicultural setup of the globalizing world
all surviving languages need to be supported by language technologies.

- Another challenge consists in the integration of language with other media
of communication such as gesture, facial expression, pictures and films, each
of them requiring different techniques for encoding and processing that need
to interact with language processing.

- Combination of human language technologies with a new generation of
knowledge technologies which are nowadays called semantic technologies
(cf. the Semantic Web).

All four of the challenges cited above continue to be valid and stimulating. But
this list should not be considered closed. Technologies evolve at a high speed and
the day approaches when our technological environment will be populated with
devices which are equipped with artificial but human-like and human-friendly
language and speech competences. To provide equal access to this environment
for all members of the Information Society, independently of their mother tongue
and thus avoiding their technological exclusion, will be a major challenge in the
future. The time to start facing this challenge is now. This idea was behind the
LTC-FLaReNet joint LRL Workshop “Getting Less-Resourced Languages on-
Board!”4 aiming at the international promotion of the development of language
resources and technologies for under-resourced languages. The goal of this session
was first to illustrate the various dimensions of that topic for various technologies
(both written and spoken language processing) and for various languages (Indian
languages (including Sanskrit), Celtic languages (Welsh, Irish, Scottish Gaelic,
Manx Gaelic, Cornish and Breton), Amharic, Luxembourgish, Romani, Basque,
Catalan, Galician, Sami and the Ga African language). A final panel session
allowed for a general discussion and the drafting of a list of recommendations for
at a better language coverage in Language Resources, and therefore Language
Technologies, as it appears in the final report5. Some texts contained in this
volume were presented at the LRL session.

In the present volume the reader will find the revised and in many cases
substantially extended versions of 52 selected papers presented at the 4th Lan-
guage and Technology Conference. This selection was made from a total of 103
high-quality contributions written by 250 authors qualified for conference pre-
sentation by an international jury on the basis of blind reviews. As a rule these
assessments were taken into account for the selection to this volume. Still, we
are aware of the partly subjective character of this selection. In a small number

4 The Less-Resourced Languages Workshop (LRL) was proposed and set-up by Khalid
Choukri, Joseph Mariani and Zygmunt Vetulani.

5 J. Mariani, K. Choukri and Z. Vetulani, “Report on the Special joint
LTC-FLaReNet session ‘Getting Less-Resourced Languages On-Board !’ at
LTC’09 Conference”. Cf. http://www.flarenet.eu/sites/default/files/LREC2010
International Cooperation Workshop Mariani-Choukri-Vetulani.pdf
(cf. also http://www.ltc.amu.edu.pl).
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of cases some interesting papers which presented partial or preliminary results of
on-going research and development did not qualify for this book, but it is hoped
that more complete results will be presented soon.

The selection of revised papers well illustrates the complexity and diversity of
the field of Human Language Technologies. The papers collected in this book re-
port on many man-years of hard work by 130 authors representing research insti-
tutions from 21 countries6: Belgium, Canada, Czech Republic, Finland, France,
Germany, Greece, India, Italy, Iran, Ireland, Japan, Lithuania, Poland, Portugal,
Romania, Russia, Spain, Switzerland, UK, Ukraine7.

The reader will find the papers structured into thematic chapters. Clustering
papers was a difficult task as in most cases the contributions addressed more than
one thematic area so that our decisions should be considered as approximative.
In particular, their attributions to chapters do not necessarily correspond to
their attribution to the LTC thematic sessions and also may not correspond to
the authors’ first choice.

These chapters are:

1. Speech Processing (9)
2. Computational Morphology/Lexicography (4)
3. Parsing (4)
4. Computational Semantics (6)
5. Entailment (2)
6. Dialogue Modeling and Processing (4)
7. Digital Language Resources (9)
8. WordNet (3)
9. Document Processing (2)
10. Information Processing (IR,IE,other) (7)
11. Machine Translation (2).

The ordering of six initial chapters follows the natural order which humans use
to process language understanding in NL-communication: starting with speech,
and proceeding through morphology, syntax and semantics to dialogue. The next
two chapters focus on resources, and the last three on multi-aspectual language
engineering tasks. The idea to close this selection with machine translation (MT)
papers symbolizes our opinion that machine translation, being (with the War-
ren Weaver’s Memorandum, 1947)8 the first large-scale program in language

6 Against 250 authors from 38 countries participating in LTC 2009.
7 In fact the geographical/language coverage is larger then what may look like from the

presented data, as we know only the present affiliation of the data. Also, language
coverage is larger than what may be inferred from the list of 21 countries. For
example, languages such as Almaric, Bulgarian, Luxembourgish or Sanskrit do not
correspond to the affiliations of the authors of respective papers.

8 Weaver, W. (1949): ‘Translation’. Repr. in: Locke, W.N. and Booth, A.D. (eds.)
Machine translation of languages: fourteen essays (Cambridge, Mass.: Technology
Press of the Massachusetts Institute of Technology, 1955), pp. 15-23.
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engineering, will probably be the last of these research and development pro-
grams to reach a fully satisfactory result. There is no significant ordering within
chapters, where papers are presented in alphabetical order with respect to the
first author’s family name.

The first chapter, “Speech Processing,” contains ten contributions. It starts
with a text on the evaluation of automatic speech-to-phoneme alignment systems
(Baghai-Ravary, Kochanski, Coleman).The next one is a detailed presentation
of a speech corpus of European Portuguese for text-to-speech systems (Barros,
Möbius). It is followed by a paper on the quality improvement of a Japanese
speech recognition system for the (noisy) car environment designed on the ba-
sis of weighted finite-state transducers (Betkowska Cavalcante, Shinoda, Furui).
What follows is a contribution about TTS-oriented corpus design for Bulgarian,
a South Slavic language with a relatively low number of speakers (9 million) by
national language standards, but with a strong tradition in language engineer-
ing, particularly MT (Chalamandaris, Tsiakoulis, Raptis, Karabetsos). Phonetic
similarity based on recognized observed properties (in automatic speech recogni-
tion, ASR) is the focus of the next paper. Conclusions concerning pronunciation
variation modeling are presented (Kane, Mauclair, Carson-Berndsen). This pa-
per is followed by a work on the detection of errors occurring in ASR output
considered as a post-processing stage of ASR (Pellegrini, Trancoso). The last
of the five challenges mentioned above is directly addressed in the study of
pronunciation and writing variants in Luxembourgish, an under-resourced lan-
guage spoken by approximately 300,000 speakers (Snoeren, Adda-Decker, Adda).
The reader will then find a paper on morpheme-based language modeling for
speech recognition for Amharic, another less-resourced language represented in
this book (Tachbelie, Abate, Menzel). The next paper is on multilevel annota-
tion software for speech corpora, in which the authors present a generic and
corpus-independent toolkit supporting de facto standards and commonly used
annotation formats (Wilson, Carson-Berndsen). The chapter closes with a re-
port on time duration of phonemes (in Polish). This study is oriented to the
development of speech/speaker recognition systems (B. Zió�lko, M. Zió�lko).

In the “Computational Morphology/Lexicography” chapter we present three
papers. The first is about the classification of Japanese polysemous verbs using
advanced mathematical methods (Fukumoto, Suzuki, Yamashita). The next pa-
per deals with a problem of the similarity or typological proximity of languages.
It proposes to measure the proximity between languages in terms of their vocabu-
lary structure (Lepage, Gosme, Lardilleux). A tool for lexicographic description
of multi-word units is presented in the last paper of this chapter (Marciniak,
Savary, Sikora, Woliński).

Four contributions were accepted for the chapter concerned with “Parsing,”
which opens with a presentation of a parsing algorithm for context-free and prob-
abilistic context-free (CFG and PCFG) grammars. This contribution is language
independent and therefore of general interest for those who use CFG/PCFG for
NL investgations (Hulden). The next article proposes a parsing algorithm de-
scribed for the Czech language but presented as representative of the family of
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Slavic languages. In order to deal with problems caused by word-order-related
phenomena (Slavic languages have a relatively free word order) the authors pro-
pose a pattern-matching-based algorithm (Kovář, Horák, Jakub́ıček). Sentence
segmentation as a pre-processing stage for higher-level processing (parsing) is
considered in the next paper; the SRX standard for sentence segmentation was
applied for English and Polish and the results have been compared (Mi�lkowski,
Lipski). The last contribution in the parsing chapter is about using lexicon gram-
mar entries for French verbs in a large-coverage parser (Tolone, Sagot).

Various issues of computational semantics are of first interest in the next
chapter of six contributions. This chapter opens with the problem of overt pro-
nouns resolution (Fukumoto, Suzuki). The second one addresses a methodolog-
ical question of whether sentiment intensity may be considered to be a good
summary indicator. This problem, relevant for summarization tasks, is given
a negative answer (Kabadjov, Balahur, Boldrini). The third paper contributes
to deep semantic analysis which often requires temporal information process-
ing. Temporal information may be inferred from the textual descriptions of
events. The paper contributes to classification of temporal relations (Mirroshan-
del, Khayyamian, Ghassem-Sani). Semantic disambiguation is the focus of the
next paper where the authors present a platform (applied to Polish) for testing
various word sense disambiguation technologies (M�lodzki, Przepiórkowski). The
next paper is about a semantic analyzer used in the translation of natural lan-
guage texts into the Polish Sign Language (Romaniuk, Suszczańska, Szmal). The
last article of this chapter presents a system which outputs semantic representa-
tions (logical forms or discourse representation structures) on top of dependency
relations produced by a statistical parser (Zouaq, Gagnon, Ozell).

A chapter with two papers on text entailment follows. In the first one a
system for recognizing sentential entailment is presented (Bédaride, Gardent),
whereas a formal logical framework for definition and combination of specialized
entailment engines is discussed in the second (Cabrio, Magnini).

The next chapter is on “Dialogue Modeling and Processing”. The chapter
starts with a paper on Wizard-of-Oz experiments for natural dialogue collection.
The collected dialogues were processed and the results were used at the design
stage of an artificial companion project and re-used for creation of an expressive
speech corpus for Czech (Gr̊uber, Legát, Ircing, Romportl, Psutka). Dialogue
turn analysis for the purpose of automatic summarization of voice conversa-
tions was the theme of the second paper (Pallotta, Delmonte, Bristot). The next
two papers cover various aspects of a man–machine dialogue system (POLINT-
112-SMS) designed to understand short messages (SMS) in natural language.
The first of them covers both methodological aspects of project development
and the architecture of the resulting system (Vetulani, Marciniak). The second
one focusses on dialogue control and on solutions of several hard problems like
anaphora, overt pronouns etc. (Walkowska).

Nine papers are collected in the “Digital Language Resources” chapter. It
opens with a research report on the development strategy and the HLT
resources obtained so far for the Basque language for which the “survival”
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program supported by the local administration in the Basque Country is ex-
plicitly based on language technologies (Alegria, Aranzabe, Arregi, Artola, Dı́az
de Ilarraza, Mayor, Sarasola). Methodological issues related to the construction
of morphosyntactic resources with special attention to the comparison of natural
languages were investigated by the authors of the second paper of the chapter.
An important potential output of this research is a practical indication of how
to predict the costs of development of morphosyntactic resources (Blancafort,
De Loupy). The next paper is a presentation of a tool for corpora visualization,
especially with respect to different types of frequency information (Culy, Ly-
ding). Automatic acquisition of entries for bilingual lexica is a concern of the
fourth paper, in which the authors propose an acquisition method consisting in
exploration of keyword lists attached to bilingual documents (Graliński, Jassem,
Kurc). An experiment in annotating Sanskrit, the oldest documented still spo-
ken Indo-European language, is reported in the next paper (Jha, Gopal, Mishra).
Readers concerned with dialectology resources may have interest in the paper
on authorizing procedures for e-learning courses on dialectical phonetics (Ke-
drova, Yegorov, Volkova). The next paper presents a corpus collection exercise
whose aim was modeling of user language competence with particular interest
in describing spatial relations (Osiński). The following overview of a number of
XML standards for multilevel corpus annotation is a contribution to the general
problem of standards development, as too many standards mean no standards
at all (Przepiórkowski, Bański). The last contribution in the LR chapter is a
report on a project aiming at a national-scale corpus of academic Lithuanian,
a language for which the existing corpora are not sufficient to cover the whole
range of scientific discourse (Usoniene, Butenas, Ryvityte, Sinkuniene, Jasionyte,
Juozapavicius).

Although many papers in this book refer to WordNet-based methodologies
(technologies), WordNet occupies a central position in only three of them. In
the first of these the author shows how WordNet, independently of the internal
organization of its data, may be applied as a tool to enrich a valence dictio-
nary of Polish verbs by adding semantic information (Hajnicz). Using a Prince-
ton WordNet-based sense disambiguation algorithm to evaluate the degree of
semantic relatedness between words is the main concern of the second paper
(Ion, Ştefănescu). The last one in this chapter presents an interface to Polish
WordNet (PolNet) and its application within an NL understanding system which
uses PolNet as ontology (Kubis).

Two papers may be classified as directly contributing to the “Document Pro-
cessing” field. The first of the two presents a Web-accessible tool to support
diplomatic transcriptions of historical language data (i.e., transcriptions free of
any kind of interpretation involved in the transcribing process) (Dipper, Schnur-
renberger). The second one proposes an algorithm of authorship attribution for
short texts (Nawrot).

Several (7) papers in this selection deal with various aspects of “Information
Processing in form of Retrieval, Extraction and Other”. Looking for speculative
sentences in scientific texts (biology) is proposed as a tool for biologists interested
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in finding new hypotheses published in scientific literature (J. Desclés, Alrahabi,
J.-P. Desclés). The second paper presents two Arabic summarization systems
based on the extraction of sentences that best match words in the query (El-Haj,
Kruschwitz, Fox). Opinion extraction consisting in identification of subjectivity
expressions is the theme of the third paper (Esuli, Sebastiani). The next paper
in the chapter presents a method of analyzing the structure of the titles of
research papers by means of information-extraction techniques (Kondo, Nanba,
Takezawa, Okumura). The fifth article presents a system for the extraction and
presentation of quotations found in French newswire transmissions. This tool
is of direct practical interest, e.g., for press agencies (de La Clergerie, Sagot,
Stern, Denis, Recourcé, Mignot). The next contribution shows the reader how
to improve the precision of contextual advertising with the help of language
technologies (Pak). The closing article of this chapter presents a comparison of
four unsupervised algorithms for automatically extracting keywords from the
multimedia archive of Belga News Archive (Palomino, Wuytack).

Finally, the volume ends with two papers classified as contributions to “Ma-
chine Translation.” Both papers address the issue of MT quality evaluation.
The first one explores the use of paraphrases for the refinement of traditional
methods for text evaluation (valid also for summarization) (Hirahara, Nanba,
Takezawa, Okumura). The last paper in the book describes the usage of normal-
ized compression distance as a language-independent machine translation quality
evaluation tool (Kettunen).

January 2011 Zygmunt Vetulani
Joseph Mariani
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Reinhard Rapp
Zbigniew Rau
Mike Rosner
Justus Roux
Vasile Rus
Rafa�l Rzepka
Frédérique Ségond
Zhongzhi Shi
W�lodzimierz Sobkowiak
Hanna Szafrańska
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Elżbieta Hajnicz

Unsupervised Word Sense Disambiguation with Lexical Chains and
Graph-Based Context Formalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 435

Radu Ion and Dan Ştefănescu
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