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Abstract. Expert finding addresses the problem of retrieving a ranked
list of people who are knowledgeable on a given topic. Several models
have been proposed to solve this task, but so far these have focused solely
on returning the most knowledgeable people as experts on a particular
topic. In this paper we argue that in a real-world organizational setting
the notion of the “best expert” also depends on the individual user and
her needs. We propose a user-oriented approach that balances two factors
that influence the user’s choice: time to contact an expert, and the knowl-
edge value gained after. We use the distance between the user and an
expert in a social network to estimate contact time, and consider various
social graphs, based on organizational hierarchy, geographical location,
and collaboration, as well as the combination of these. Using a realistic
test set, created from interactions of employees with a university-wide
expert search engine, we demonstrate substantial improvements over a
state-of-the-art baseline on all retrieval measures.

1 Introduction

Expert finding addresses the task of identifying the right person with the ap-
propriate skills and knowledge [6]. Experts can be required for a variety of pur-
poses: problem solving, question answering, providing more detailed information
on a topic, to name a few. The expert finding task has attracted a great deal
of interest within the Information Retrieval (IR) community over the past few
years [3, 4, 8, 11, 12, 28]. The main focus has been on developing content-based
algorithms, similar to document search. State-of-the-art expertise retrieval algo-
rithms identify experts based on the content of documents that they are associ-
ated with [6, 19, 26]. While these approaches have been very effective in finding
the most knowledgeable people on a given topic, they abstract away from the ac-
tual user performing the search. Such abstractions are common in IR, especially
at world-wide evaluation campaigns, like TREC, CLEF, or INEX, as they help
to simplify the process of building reusable test collections. On the other hand,
the abstraction of the expert finding task, as defined at the TREC Enterprise
track [8, 11], ignores important aspects that may play a role when people locate
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and select experts. Behavioral studies of human expertise seeking have found
that, besides topical knowledge, the factors most influencing the selection pro-
cess are related to the time needed to contact a person—including accessibility
within the organizational hierarchy and workload [1, 21, 29].

In this paper we focus on two factors that influence the user’s choice: (i) time
to contact a person and (ii) the person’s knowledge about the topic, relative to
that of the user, seeking for expertise. We propose a user-oriented model that
is based on rational user behaviour [2]; it assumes that, when choosing an ex-
pert, individuals will balance between the time needed to contact an expert and
the knowledge gain. To the best of our knowledge, this is the first study that
utilizes a user-centered approach for expert search. This approach provides a
general framework for expertise retrieval that encompasses existing expert find-
ing methods as a special case, namely, where the cost of contacting a candidate
expert is ignored. We define knowledge gain as the relative difference between
the expertise levels of the user and a candidate expert on a given topic; this is es-
timated using an existing state-of-the art content-based approach. Contact time
between two people—the user and a candidate expert—is approximated using
their distance in a social network. Specifically, we consider social graphs based
on (i) organizational hierarchy, (ii) geographical location, and (iii) collaboration
(co-authorship), as well as the combination of these three structures.

We perform evaluation using real user queries and graded relevance judge-
ments, obtained from the interactions of employees with a university-wide ex-
pert search engine [18]. We demonstrate substantial improvements on all retrieval
measures with respect to a knowledge-only baseline. Our model involves a single
parameter that can be used to adjust the user’s preferences for knowledge gain
versus contact time. We explore a range of values for this parameter and find
that configurations with slightly more weight on contact time perform best.

2 Related Work

Expert finding has been addressed from different viewpoints, including expertise
retrieval, which takes a mostly system-centered approach, and expertise seeking,
which studies related human aspects [16]. Besides textual data, social networks
have also been used for finding experts. Finally, improving the user’s search ex-
perience by providing customized results touches on the field of personalization.

Expertise Retrieval. To reflect the growing interest in entity ranking in general
and expert finding in particular, TREC introduced an expert finding task at its
Enterprise track in 2005 [11]. At this track it emerged that there are two prin-
cipal approaches to expert finding [3, 8, 11, 28]. The two models have been first
formalized and extensively compared by Balog et al. [5], and are called candidate
and document models, or Model 1 and Model 2, respectively. Candidate-based
approaches (also referred to as profile-based [14] or query-independent [23] meth-
ods) build a textual (usually term-based) representation of candidate experts,
and rank them based on a query/topic, using traditional ad-hoc retrieval mod-
els. The other type of approach, document-based models (also referred to as



582 E. Smirnova and K. Balog

query-dependent approaches [23]), first find documents which are relevant to
the topic, and then locate the associated experts. Nearly all systems that took
part in the 2005–2008 editions of the Expert Finding task at TREC implemented
(variations on) one of these two approaches. Building on either candidate or doc-
ument models, further refinements to estimating the association of a candidate
with the topic of expertise have been explored. For example, instead of capturing
the associations at the document level, they may be estimated at the paragraph
or snippet level [7, 20, 24]. Other extensions incorporate additional forms of
evidence through the use of priors [14], document structure [33], hierarchical,
organizational, and topical context and structure [6, 23], and Web data [25].

Expertise Seeking. Several studies have identified factors that may play a role in
decisions of which expert(s) to select or recommend; most importantly, factors
related to the person’s expertise level, social and physical proximity [1, 9, 21, 27].
In [21] the importance of the accessibility of an expert is pointed out—people
prefer to contact those who are physically or organizationally close. Shami et al.
[27] find that users prefer to contact the persons they know, even when they
could receive potentially more information from people located outside their
social network. Hofmann et al. [16] include additional factors besides topical
knowledge (including organizational structure, position, experience, reliability,
up-to-dateness, and contacts) into a system that recommends similar experts.
Our work is different from [16] both in the task and in that we take the social
distance between the user and the expert into account.

Social Networks. The use of social information for expert search has mainly
been investigated from two directions. One uses graph-based measures (such as
HITS or PageRank) on social networks, extracted from email communications, to
produce a ranking of experts [10, 13]. Alternatively, others assume homogeneity
among neighbours in a social network (based on co-authorship or organizational
hierarchy) and define a smoothing procedure to relevance-based expert scores [17,
32]. It is important to mention that in this paper we consider not only people,
but also other types of entities (organizational units and geographical locations)
as nodes.

Personalized Search. Providing personalized results for users, depending on their
information needs, has attracted significant interest in recent years. User mod-
eling is one approach to search personalization; it can affect search in different
phases: during the retrieval process, as a re-ranking step or in the query pre-
processing procedure [22]. Adding a personalization component to the retrieval
process can considerably slow down the system and query expansion does not
guarantee to affect the result list. Re-ranking, on the other hand, remains a rel-
atively cheap and reliable way to improve search quality; Google Personalized
Search provides a large-scale example of this approach [30]. In this work we take
a re-ranking approach to personalization for an expert finding system.
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3 Baseline Model

Probabilistic approaches to expertise retrieval have been both popular and suc-
cessful at the TREC Enterprise track [3, 8, 11, 28]. We take one of the most
widely used models as our baseline, the so-called “Model 2” approach, proposed
by Balog et al. [5]. Model 2 is attractive because it is an easy-to-understand, yet
very effective method, with solid theoretical foundations. The key idea behind
the model is to simulate how a user may search for experts using a standard
document search engine: first, finding documents which are relevant, and then,
examining each of these documents for associated persons. By scanning through
a number of documents the user can obtain an idea of which people are more
likely to be experts on the query topic [6].

Formally, the task of expert finding is stated as estimating the probability of
an expert e to be knowledgeable on a given query topic q: p(e|q). After applying
Bayes’ rule, this problem transforms into estimating the probability of a query
given an expert, p(q|e); assuming uniform prior on experts, p(e):

p(e|q) ∝ p(q|e) · p(e). (1)

The generative language modeling technique naturally follows from here as a way
to estimate the probability of query terms to be generated by the expert. Under
the Model 2 approach, the degree of topical association between an expert and
a query, p(q|e), is estimated as a weighted sum of relevance scores of documents
p(q|d) related to an expert:

p(q|e) =
∑

d

p(q|d) · p(d|e). (2)

Weights p(d|e) express the degree of association between a document and an
expert. Probabilities p(q|d) are provided by the document language model, us-
ing the standard language modeling approach [31]. Since uniform priors were
assumed, Eq. 2 provides the final ranking of expert candidates.

4 Experimental Setup

The main research question we aim to answer is this: Does modeling the user,
seeking for experts, lead to improvements over a strictly content-based method?

Data Collection. The data set we use for experimental evaluation is the UvT
Expert Collection [6]. It was collected from a publicly accessible database of
employees involved in research or teaching at Tilburg University (UvT), The
Netherlands. The data set comprises of four types of documents: research de-
scriptions, course descriptions, publications, and personal homepages—in total
38,422 documents. The collection contains information about 1,168 experts, in-
cluding their geographical location (building and room no.) and position within
the organizational hierarchy. The UvT collection is bilingual (English/Dutch),
but we did not resort to any special (language-dependent) treatment of the doc-
uments, apart from removing a standard list of English/Dutch stopwords.
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Topics and assessments. In recent work, Liebregts and Bogers [18] performed the
evaluation of an expert finding system developed for UvT. As part of their study,
30 randomly selected UvT researchers were asked to formulate queries on which
they themselves were knowledgeable. These participants were then asked to rate
their and their colleagues’ relative expertise levels on this area on a five-point
scale (from 0 = “no expertise” to 4 = “high expertise”). This resulted in a “user-
centered” set of 30 queries and 268 graded and realistic relevance judgements;
we use this topic set for experimental evaluation1.

Evaluation Measures. We use standard Information Retrieval measures, namely,
Mean Average Precision (MAP), Mean Reciprocal Rank (MRR), and precision
at rank 5 (P@5). We also report on a standard preference measure, Normalized
Discounted Cumulative Gain at the number of relevant experts (NDCG@R),
which emphasizes the quality at the top of the ranked list.

Associating people and documents. To compute the baseline model (Eq. 2) it is
necessary to estimate the degree of association between an expert and a docu-
ment, p(d|e). Since each UvT document describes a particular expert’s activity
(research, teaching, publication), these associations can be established unam-
biguously. Following [6] we set p(d|e) to 1 if person e is an author of document d,
and to 0 otherwise. The baseline model was computed using the EARS toolkit2.

5 User-Oriented Model

In this section we introduce our user-oriented model for expert finding that is
based on rational user behaviour [2]. Under this approach, a “rational” user u is
optimizing between the time needed to contact an expert e: time(e|u), and the
expertise level or knowledge of that expert relative to the expertise of the user
(that is, the knowledge gain) given a particular query q: knowledge(e|u, q). We
combine these two factors in a mixture model:

score(e|u, q) = λ · knowledge(e|u, q) − (1 − λ) · time(e|u), (3)

where the parameter λ ∈ [0; 1] controls the balance between the two components
and reflects the user’s preference in terms of expertise level versus contact time.
We consider a range of values for λ in Section 6. Next, we discuss the two main
components of our model—knowledge gain and contact time—in detail.

5.1 Knowledge Gain

This component expresses the level of expertise that user u could gain from
expert e on a specific topic q. We estimate this value by considering the difference
between their knowledge on topic q:

knowledge(e|u, q) = p(q|e) − p(q|u), (4)
1 Note that Liebregts and Bogers [18] use a newer version of the UvT Expert Collection

(with more experts and documents) that is not yet publicly available. Therefore, our
retrieval scores are not directly comparable with those reported in [18].

2 http://code.google.com/p/ears/

http://code.google.com/p/ears/
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where p(q|e) and p(q|u) denote the level of expertise of e and u, respectively,
on a given topic q; these values are estimated using the baseline model (Eq. 2).
Note that using this component alone for ranking (i.e., by setting λ to 1 in Eq. 3)
would produce a ranking identical to that of the baseline model.

5.2 Contact Time

Intuitively, the contact time between a user and an expert could be estimated
by their “social distance.” Indeed, shortest-path can be meant as the “most
efficient” or “fastest” connection between nodes in a social network [15]. The
more intermediaries that separate a user and an expert, the longer it takes for
them to contact each other due to the weakening of ties. Based on the data
that is available in the UvT collection, we constructed multiple social networks
of researchers, induced by particular types of relationships: organizational, geo-
graphical, and co-authorship.

Formally speaking, we assume an undirected connected graph G(V, U, E),
where nodes V represent people (UvT employees), nodes U represent auxil-
iary nodes, and edges E reflect relations. The weight of an edge between nodes
vi, vj ∈ V ∪ U is denoted by w(vi, vj) and by default is set to 1. In a connected
graph there exists a path p = {v0, ..., vk} between any two nodes. The weight of
the path is computed as a sum of the weights of its constituent edges:

w(p) =
k∑

i=1

w(vi−1, vi). (5)

We define the contact time between a user and an expert time(e|u) to be the
length of the shortest path between the corresponding network nodes, normalized
by the diameter of the network:

time(e|u) = min
u

p→e

w(p)/ max
e,u

min
u

p→e

w(p). (6)

The proposed approach is very general, and can be applied to any graph that
defines relationships between people. In the remainder of this section we present

Univ

Fac.OS

Dep.FSW

U.964611 U.986135 ...

...

...

Campus

Build.P

Floor.1

U.964611 U.129704 ...

...

...

U.964611 U.491233

U.371955

U.602515

Fig. 1. Illustration of social network structures built from various relationships: (Left)
organizational, (Middle) geographical, and (Right) co-authorship
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the actual construction of three different types of networks; while these are dis-
cussed in the context of a specific organization—Tilburg University—, these
types of structures are typically available in organizational settings.

Organizational network. Organizational network of the Tilburg University
takes the form of hierarchy—see Figure 1 (Left). Therefore, in the graph
G(V, U, E), nodes U constitute to organizational units (departments, facul-
ties, university), and edges E reflect organizational belonging. At the bottom
level each individual belongs to one or more departments of the university.
Then, departments are hierarchically embedded into corresponding faculties.
Finally, faculties are linked to form the university. Employees with missing
information about organizational position are considered to be inside the uni-
versity and each belong to an artificial department and faculty as the only
member (thereby, we set the maximum distance value to researchers without
organizational information). This network defines a connected graph.

Geographical network. The geographical network also forms a hierarchy—
see Figure 1 (Middle). In the graph G(V, U, E), nodes U constitute to ge-
ographical units (floors, buildings, campus) and edges reflect geographical
belonging. Researchers on the same floor are grouped at the lowest level
of the hierarchy. Next, floors become a part of the corresponding building.
Finally, the campus combines all buildings. Employee profiles with missing
information about the individual’s location are considered to be inside the
campus and belong each to an artificial building and floor as the only mem-
ber. Since it is a hierarchy, the geographical network is connected.

Collaboration network. In this network there are no auxiliary nodes (the set
U is therefore empty), links exist only between people (i.e., nodes in V );
two researchers are connected with an edge if they co-authored a paper—see
Figure 1 (Right). To ensure that the graph is connected, we add an edge
between any pairs of disconnected nodes in V , and set its weight equal to
the diameter of the largest connected component.

The standard properties of these networks are summarized in Table 1. We note
that in a realistic setting a user makes use of different types of relationships
at the same time in order to reach an expert. Therefore, we also considered
combining different types of relations into one network. As a result, nodes in a
combined network can be connected by mixed-type paths. Table 1 shows that
combined networks indeed exhibit shorter average shortest paths3.

3 We also experimented with alternative ways of calculating the “social distance”
between the user and an expert besides the length of the shortest path. Namely, the
inverse value of the number of all paths connecting two nodes and the average length
of these paths. The former distance favors larger number of paths in the network
connecting the user and an expert and captures the premise that an increasing
number of alternative paths increase the chances to reach the expert. The latter
distance accounts for the fact that the user may use a non-optimal way to contact an
expert. Our results showed that the shortest-path distance outperformed the above
mentioned alternatives on all network configurations and for all retrieval measures.
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Table 1. Statistical properties of social networks. Columns from left to right: total
number of nodes in the network (Nodes), number of edges (Edges), maximum (Diam.)
and average (AvSPath) shortest paths between two nodes in the network.

Network type Nodes Edges Diam. AvSPath

Org 1263 3210 6 4.76
Geog 1266 3033 6 4.92
Collab 1168 635 16 15.49
Org+Geog 1361 6243 6 4.09
Org+Collab 1263 3838 6 4.62
Collab+Geog 1266 3667 6 4.76
Org+Collab+Geog 1361 6870 6 3.921

6 Experimental Evaluation

In this section we present an experimental evaluation of our user-oriented model.
This model involves a parameter λ that controls the interplay between the knowl-
edge of an expert and contact time (see Eq. 3). In Table 2 we report retrieval
performance for the baseline and for the user-oriented models, considering vari-
ous types of networks (organizational, geographical, and collaboration), as well
as their combinations. The scores we present here are achieved using optimized
λ settings; we come back to the setting of this parameter in Section 7.1.

The results obtained show that the user-oriented model markedly outperforms
the baseline; all measures are improved, significantly and substantially, indepen-
dent of the type of the network used. The observed improvements confirm that
considering the social distance between people leads to a much more accurate
model of selecting experts in an organizational context, and that our approach
can effectively incorporate this information into the retrieval model.

We find that the user-oriented model performs better on combined networks.
The largest improvement against the baseline is witnessed for the Collab+Geog
network; the relative performance increase is over 50% for all metrics.

Table 2. Comparison of retrieval performance. The optimal λ values are displayed in
brackets. Significance is tested against the baseline using a two-tailed paired t-test; †

and ‡ reflect significant changes for α = 0.01 and α = 0.001, respectively. Best results
for each metric are in boldface.

MAP MRR P@5 NDCG@R

Baseline 0.2419 0.5845 0.3067 0.3466

User-oriented model

Org 0.3727‡
(λ=0.2) 0.8944‡

(λ=0.4) 0.4333‡
(λ=0.6) 0.5321‡

(λ=0.4)

Geog 0.3731‡
(λ=0.4) 0.8944‡

(λ=0.4) 0.4533‡
(λ=0.6) 0.5549‡

(λ=0.4)

Collab 0.3387‡
(λ=0.5) 0.8944‡

(λ=0.3) 0.4000‡
(λ=0.4) 0.4944†

(λ=0.2)

Org+Collab 0.3782‡
(λ=0.4) 0.8944‡

(λ=0.4) 0.4400‡
(λ=0.6) 0.5331‡

(λ=0.4)

Org+Geog 0.3809‡
(λ=0.2) 0.8944‡

(λ=0.4) 0.4400‡
(λ=0.6) 0.5414‡

(λ=0.4)

Collab+Geog 0.4035‡
(λ=0.4) 0.8944‡

(λ=0.4) 0.4800‡
(λ=0.4) 0.5694‡

(λ=0.4)

Org+Collab+Geog 0.3932‡
(λ=0.3) 0.8944‡

(λ=0.4) 0.4667‡
(λ=0.4) 0.5446‡

(λ=0.4)
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Augmenting this network with information about the organizational hierarchy
does not bring in further improvements (Collab+Geog vs. Org+Collab+Geog).
We note that the best performing run is significantly different from all other runs
in terms of MAP and also (with the exception of Org+Collab+Geog) in terms
of NDCG@R. Interestingly, the best performance was almost always (with the
exception of P@5) achieved by putting slightly more weight on the contact time
aspect over knowledge (i.e., λ <0.5).

7 Analysis

So far, we presented retrieval results using optimized parameter settings, aver-
aged over all queries. Below, we analyze the sensitivity of our model w.r.t. its
parameter, and take a closer look at differences on the level of individual topics.

7.1 Parameter Sensitivity Analysis

The parameter λ plays an important role in the user-oriented model: it regulates
the balance between knowledge gain and time to contact an expert. Figure 2
shows retrieval scores for different values of this parameter. We display results
for the three single-typed social networks (Org, Collab, Geog) and for the best
combination (Collab+Geog); other combinations show very similar behaviour to
that of Collab+Geog, but are not reported in the interest of readability.

It is clear from the plots that the combination always performs better than
considering either knowledge (λ = 1) or contact time (λ = 0) alone. While there
are differences in terms of absolute values, all network types exhibit very similar
behavior given a metric. We also find that—with the exception of P@5—the
optimal combination is shifted towards contact time relatively to the knowledge
of an expert, and retrieval performance tops around λ = 0.4. In fact, we observe
relatively flat curves when λ is in the range of [0.1, 0.4]; this indicates the stability
and robustness of the model with respect to the choice of this parameter.

7.2 Topic-Level Analysis

We looked at results aggregated over all queries in Section 6, and now we continue
our comparison by contrasting the performance of the baseline and user-oriented

MAP MRR P@5 NDCG@R
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Fig. 2. The effect of varying λ on retrieval scores using different types of social
networks
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Fig. 3. Topic-level differences between the baseline and the best performing user-
oriented model in terms of (Left) AP and (Right) NDCG@R

Table 3. Topics displaying the largest difference compared to the baseline. Columns:
user provided ranking (exp. level) with the corresponding position in the baseline (BL)
and user-oriented (UO) rankings; geographical information: building (Build) and room
(Room) number; whether an expert collaborated with the user (Collab.).

Expert exp. ranked
ID Build. Room Collab. level BL UO
521705 Y 232 No 3 232 1
270229 Y 231 No 3 12 2
171409 Y 252 No 2 25 3
198560 Y 238 No 2 67 16
289604 D 335 No 1 153 20

(a) Positive example #1: user #521705,
query “philosophy of science.”

Expert exp. ranked
ID Build. Room Collab. level BL UO
523860 P 811 No 4 4 150
961051 K 1008 No 4 2 28
975900 K 1007 No 3 38 203
985430 K 1014 No 3 11 177
316326 K 1006 No 3 23 189
749796 D 405 No 3 4 43
329827 E 116 No 3 14 180

(b) Negative example #1: user #749796,
query “marketing communications.”

Expert exp. ranked
ID Build. Room Collab. level BL UO
655248 P 1164 No 4 202 20
964611 P 1165 No 4 141 1
800353 P 1162 No 3 999 53
720437 P 3107 No 3 367 99
371955 P 1159 Yes 3 137 2
120146 P 3101 No 1 161 89
491233 P 3104 Yes 1 165 3
578111 P 1161 No 1 826 74

(c) Positive example #2: user #964611,
query “customer satisfaction.”

Expert exp. ranked
ID Build. Room Collab. level BL UO
890847 M 315 No 4 3 99
265543 K 302 No 3 7 264
700940 K 415 No 3 31 470
968270 M 309 No 3 17 100
938920 P 1180 No 2 1 1
551309 P 1133 No 2 6 54
303267 M 312b No 2 9 267
917125 K 316 No 2 26 467
859044 M 613 No 2 77 488

(d) Negative example #2: user #938920,
query “sociale zekerheid.”

approaches on the level of individual queries. Figure 3 presents differences in
average precision (AP) and NDCG@R scores against the baseline. It shows that
the user-oriented approach considerably improved performance for more than
half of the topics (17 for both AP and NDCG@R), for about a third it has
remained the same (8 for AP and 9 for NDCG@R) and declined for the rest (5
for AP and 4 for NDCG@R). With the exception of a handful of topics (3 for
AP and 2 for NDCG@R), the rate of decrease, however, is barely noticeable.

Next, we zoom in on four topic examples—two displaying the largest amount
of performance increase against baseline, while the other two are taken from the
opposite end of the spectrum. From the positive examples (Tables 3a and 3c) we
see that almost all ranked experts belong to the same building and floor as the
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user (the first digit of the room number indicates the floor). For these topics the
user-oriented system correctly places colleagues sharing the same floor higher,
as well as the two collaborators in the case of user #964611. In case of the nega-
tive examples, the user-oriented system again tried to promote people closest to
the user. In one case (Table 3b) the user chose several experts, as most knowl-
edgeable, mostly from a neighbouring building and located on the same floor;
here, some personal connections between the user and those experts might play
a role, but we do not have access to that type of social information from inside
the organization. As to the other negative example (Table 3d), it appears that
this particular user’s preference was highly shifted towards knowledge and away
from proximity; addressing this issue is a question of setting the knowledge/time
balance parameter λ in accordance with the user’s preference.

8 Conclusions and Future Work

In this work, we addressed the task of expert finding—ranking people with re-
spect to their expertise on a given topic. We argued that, in a real-world organi-
zational setting, the notion of the “best expert” depends on the individual user
performing the search, and we proposed a user-oriented model that incorporates
user-dependent factors. This model is based on the assumption that a user’s
preference for an expert is balanced between the time needed to contact the ex-
pert and the knowledge value gained after. We defined the contact time between
the user and an expert as their distance in a social graph, and examined differ-
ent types of social relations that the user can engage in. Our approach provides
a general framework for expert finding that encompasses existing approaches
(which focus only on returning the most knowledgeable persons). We performed
evaluation against a state-of-the-art baseline on the UvT Expert Collection using
graded relevance judgements collected from real users, and demonstrated that
the user-oriented approach significantly and substantially outperforms the base-
line for all retrieval measures. We completed our investigation with parameter
sensitivity examination and a topic-level success and failure analysis.

In future work, we plan to complement our current approach with automatic
parameter learning. We also wish to extend this work with user studies that
explore additional user-related factors that may play a role in expert finding.
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