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Abstract

We study the Minimum Submodular-Cost Allocation problem (MSCA). In this problem we are given
a finite ground setV andk non-negative submodular set functionsf1, . . . , fk on V . The objective is to
partitionV into k (possibly empty) setsA1, · · · , Ak such that the sum

∑k

i=1 fi(Ai) is minimized. Several
well-studied problems such as the non-metric facility location problem, multiway-cut in graphs and hyper-
graphs, and uniform metric labeling and its generalizations can be shown to be special cases of MSCA. In
this paper we consider a convex-programming relaxation obtained via the Lovász-extension for submodular
functions. This allows us to understand several previous relaxations and rounding procedures in a unified
fashion and also develop new formulations and approximation algorithms for several problems. In partic-
ular, we give a(1.5 − 1/k)-approximation for the hypergraph multiway partition problem. We also give a
min{2(1−1/k), H∆}-approximation for the hypergraph multiway cut problem when∆ is the maximum hy-
peredge size. Both problems generalize the multiway cut problem in graphs and the hypergraph cut problem
is approximation equivalent to the node-weighted multiwaycut problem in graphs.
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1 Introduction

We consider the following allocation problem with submodular costs.

Minimum Submodular-Cost Allocation (MSCA). LetV be a finite ground set and letf1, · · · , fk bek non-
negative submodular set functions onV . That is, for1 ≤ i ≤ k, fi : 2V → R+ andfi(A) + fi(B) ≥
fi(A∪B) + fi(A∩B) for all A,B ⊆ V . In the MSCA problem the goal is to partition the ground setV into
k (possibly empty) setsA1, · · · , Ak such that the sum

∑k
i=1 fi(Ai) is minimized.

We observe that the problem is interesting only if thefi’s are different for otherwise allocating all ofV
to f1 is trivially an optimal solution. We assume that the functions fi are given as value oracles, although in
specific applications they may be available as explicit poly-time computable functions of some auxiliary input.
The special case of this problem in which all of the functionsare monotone (f(A) ≤ f(B) if A ⊆ B) has been
previously considered by Svitkina and Tardos [22]. In this paper, we consider the problem with both monotone
and non-monotone functions. We show that several well-studied problems such as non-metric facility location,
multiway cut problems in graphs and hypergraphs, uniform metric labeling and its generalization to hub location
among others can be cast as special cases of MSCA. In particular, we investigate the integrality gap of a simple
and natural convex-programming relaxation for MSCA that isobtained via the use of the Lovász extension of
a submodular function.

Lovász extension and a convex program for MSCA:Let V be a finite ground set of cardinalityn. Each
real-valued set function onV corresponds to a functionf : {0, 1}n → R on the vertices of then-dimensional
hypercube. The Lovász extension off to the continuous domain[0, 1]n denoted byf̂ is defined as1

f̂(x) = E
θ∈[0,1]

[

f(xθ)
]

=

∫ 1

0
f(xθ)dθ

wherexθ ∈ {0, 1}n for a given vectorx ∈ [0, 1]n is defined as:xθi = 1 if xi ≥ θ and0 otherwise.

Lovász showed that̂f is convex if and only iff is a submodular set function [17]. Moreover, it is easy to
see that, givenx, the valuef̂(x) can be computed in polynomial time by using a value oracle forf . Via this
extension, we obtain a straightforward relaxation for MSCAwith a convex objective function and linear con-
straints. Letv1, · · · , vn denote the elements ofV . The relaxation has variablesx(v, i) for v ∈ V and1 ≤ i ≤ k
with the interpretation thatx(v, i) is 1 if v is assigned toAi and0 otherwise. Letxi = (x(v1, i), · · · , x(vn, i)).
The relaxation is given below.

LE-R EL

min

k
∑

i=1

f̂i(xi)

k
∑

i=1

x(v, i) = 1 ∀v

x(v, i) ≥ 0 ∀v, i

Throughout, we use OPT and OPTFRAC to denote the value of an optimal integral and an optimal fractional
solution to LE-REL (respectively).

We remark that LE-REL can be solved in time that is polynomial inn and log (maxS⊆V f(S)) via the
ellipsoid method; we give some of the details in Appendix A. Moreover, for some problems of interest the

1The definition is not the standard one but is equivalent to it;see [24] or Appendix A. This definition is convenient to us in describing
and understanding rounding procedures.
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above convex program can be rewritten into an equivalent linear program. We now describe several problems
that can be cast as special cases of MSCA, and also how some previously considered linear-programming
relaxations can be seen as being equivalent to the convex program above.

1.1 Problems related to MSCA

Monotone MSCA (MONOTONE-MSCA) and Facility Location : In facility location, we have a set of fa-
cilities F and a set of clients or demandsD. There is a non-negative costcij to connect facilityi to client
j (we do not necessarily assume that these costs form a metric). Opening facilityi ∈ F costsfi. The goal
is to open a subset of the facilities and assign each client toan open facility so as to minimize the sum of the
facility opening cost and the connection costs. Svitkina and Tardos [22] considered the setting where the cost of
opening a facilityi is a monotone submodular functiongi of the clients assigned to it, and gave an(1+ ln |D|)-
approximation, and matching hardness via a reduction from set cover. We note that this problem is equivalent
to MSCA when all thefi are monotone submodular functions, which we refer to as MONOTONE-MSCA. In
[22] a greedy algorithm via submodular function minimization is used to derive the approximation. Here we
prove that the integrality gap of LE-REL is (1+ ln |D|), and describe how certain rounding algorithms achieve
this bound. These algorithms are useful when considering functions that are not necessarily monotone.

Submodular Multiway Partition (S UB-MP): We define an abstract problem and then specialize to known
problems. Letf : 2V → R+ be a submodular set function overV and letS = {s1, s2, . . . , sk} bek terminals
in V . The submodular multiway partition problem is to find a partition of V into A1, . . . , Ak such thatsi ∈ Ai

and
∑k

i=1 f(Ai) is minimized. This has been previously considered by Zhao, Nagamochi and Ibaraki [27]. This
can be seen as a special case of MSCA as follows. Define the ground set to beV ′ = V \ S and, for1 ≤ i ≤ k,
fi : 2

V ′
→ R+ is the function defined asfi(S) = f(S∪{si}). If in additionf is symmetric (f(A) = f(V −A)

for all A) we call this the symmetric SUB-MP problem (SYM -SUB-MP). Note that although the problem is
based on a single functionf , k different submodular functions (induced by the terminals)are needed to reduce
it to MSCA. We now discuss some important special cases of this problem.

Multiway Cut in Graphs(GRAPH-MC): The input is an edge-weighted undirected graphG = (V,E) and
k terminal verticesS = {s1, . . . , sk}; the goal is to remove a minimum-weight set of edges to disconnect the
terminals. This can be seen as a special case of the symmetricsubmodular multiway partition problem by simply
choosingf to be the cut-capacity function ofG scaled down by a factor of2. That is,f(A) = 1

2

∑

e∈δ(A) w(e)
wherew(e) is the weight of edgee. We observe that LE-REL for this problem is equivalent to the well-known
geometric LP relaxation of Calinescu, Karloff and Rabani [2], which led to significant improvements (1.5−1/k
in [2] and1.3438 in [14]) over the2(1− 1/k)-approximation obtained via the isolating-cut heuristic [4].

Multiway Cut and Partition in Hyper-Graphs: Given an edge-weighted hypergraphG = (V, E) and terminal
setS ⊂ V , the HYPERGRAPHMULTIWAY CUT problem (HYPERGRAPH-MC) (see [18, 26, 8]) asks for the
minimum weight subset of hyperedges whose removal disconnects the terminals. This can be seen as a special
case of SUB-MP [18]; this reduction requires some care and the underlying submodular function isasymmetric.
A related problem is the HYPERGRAPHMULTIWAY PARTITION problem (HYPERGRAPH-MP) introduced by
Lawler [16] where the cost for hyperedgee is proportional to the number of non-trivial pieces it is partitioned
into. This can be seen as a special case of the SYM -SUB-MP with f being the hypergraph cut capacity function.
We note that GRAPH-MC is a special case of both HYPERGRAPH-MC and HYPERGRAPH-MP.

Node-weighted Multiway Cut in Graphs(NODE-WT-MC): In this problem [9] the graph has weights on nodes
instead of edges and the goal is to find a minimum weight subsetof nodes whose removal disconnects a given
set of terminals. It is not difficult to show that HYPERGRAPH-MC and NODE-WT-MC are approximation
equivalent [18].

Zhaoet al. [27] consider generalizations of the above problems where some set of terminalsS ⊆ V andk
are specified and the goal is to partitionV into k sets such that each set contains at least one terminal and the
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total cost of the partition is minimized. We do not discuss these further since they are not directly related to
MSCA, although one can reduce them to MSCA ifk is a fixed constant.

Uniform Metric Labeling and S UBMODULAR COST L ABELING (SUB-L ABEL ): The metric labeling prob-
lem was introduced by Kleinberg and Tardos [15] as a general classification problem. We are given an undi-
rected edge-weighted graphG = (V,E) andk labels and the goal is to assign a label to each vertex to minimize
the labeling cost and the edge-cut cost. Assigning labeli to v incurs a costci(v) and if an edgeuv of weight
w(uv) hasu labeled withi andv labeled withj then the edge-cut cost incurred isw(uv) · d(ij). The uniform
metric labeling problem is obtained whend(ij) = 1 for all i 6= j. We consider the following generalization that
we call the SUBMODULAR COST LABELING (SUB-LABEL) problem which is a special case of MSCA. Thek
labels correspond to thek functionsf1, . . . , fk. We definefi as the sum of two functions, a monotone function
gi that models the label assignment cost, and a non-monotone functionh that models the cut-cost. The goal
then is to partitionV into A1, . . . , Ak to minimize

∑k
i=1(gi(Ai) + h(Ai)). Note that uniform metric labeling

is the special case whengi are modular andh is the graph cut function, which is symmetric. We are motivated
to consider this generalization by problems that have been considered previously, such as metric labeling on
hypergraphs, hub location problem [10], and the extension of metric labeling to handle label opening costs [5].

1.2 Overview of Results and Techniques

In this paper we examine the complexity of MSCA primarily through the “integrality gap” of the convex
relaxation LE-REL which can be optimized in polynomial time. All the problems we consider are NP-hard and
our focus is on polynomial time approximation algorithms.

A significant portion of our contribution is to highlight thenaturalness of MSCA and the Lovász-extension
based relaxation LE-REL by showing connections to previously studied problems, linear programming relax-
ations, and rounding strategies. Viewing these problems inthe more abstract setting of submodularity gives
insights into prior algorithms. In the process, we obtain new and interesting results. Although one would like to
obtain a single unifying algorithm that achieves a good approximation for MSCA, it turns out that LE-REL has
a large integrality gap and we believe that MSCA is hard to approximate to a polynomial factor. However, it is
fruitful to examine special cases of MSCA that admit good approximations via LE-REL. We describe several
applications below by summarizing our results; all of them are based on LE-REL.

• The integrality gap of LE-REL for MONOTONE-MSCA isΘ(log n).

• There is a(1.5− 1/k)-approximation for HYPERGRAPH-MP.

• There is amin{2(1 − 1/k),H∆}-approximation for HYPERGRAPH-MC, where∆ is the maximum hy-
peredge size andHi is the i-th harmonic number. For∆ = 2 this gives a1.5-approximation and for
∆ = 3 this gives a1.833-approximation.

• LE-REL for HYPERGRAPH-MC gives a new mathematical programming relaxation for NODE-WT-MC
and a new2-approximation. Moreover, if all non-terminal nodes have degree at most3 we obtain a
1.833-approximation improving upon the2(1 − 1/k) known via the distance-based relaxation [9].

• The integrality gap of LE-REL for SYM -SUB-MP is at most2 − 2/k; this gives an alternative approxi-
mation to previous combinatorial algorithms [19, 27]. We raise the question as to whether the integrality
gap is at most1.5.

• There is anO(log n) for SUB-LABEL when the cut function is symmetric. We derive results for other
special cases of SUB-LABEL.
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Rounding the convex relaxation:Recall that the objective function in LE-REL is
∑k

i=1 f̂i(xi), wheref̂i(xi) =
Eθ∈[0,1][f(x

θ
i )]. How do we round while preserving the objective function? Ifwe focus on a specifici, the ob-

jective function suggests that we pickθ randomly from[0, 1] and assign the elements inxθ
i to i; we call this

θ-rounding. However, there are two issues to contend with. First, if we independently round for eachi then the
same element may be assigned multiple times. Second, we needto ensure that all elements are assigned, which
is not guaranteed by theθ-rounding. We remark that there is an integrality gap example for hypergraph metric
labeling that shows that there is no effective rounding strategy that works in general.

Our approach is to understand the rounding process by considering various special cases of interest. In par-
ticular, we consider monotone functions, symmetric functions, the hypergraph separation cost function (which
is asymmetric), and combinations of such functions. Monotonocity helps in that if elements are assigned to a
label i, they can be removed without increasing the fractional cost. Although one can use different strategies
to obtain anO(log n)-approximation and integrality gap, a useful strategy hereis the rounding of Kleinberg
and Tardos [15] that they introduced for metric labeling. This has the additional property of ensuring that an
elementu is assigned toi with probability exactlyx(u, i). We then consider the rounding process for SUB-MP,
in particular the symmetric case SYM -SUB-MP. Here, we crucially take advantage of the fact that thereis a
single underlying functionf , and moreover the fact that it is symmetric. We consider the CKR-ROUNDING

strategy from [2] and show its effectiveness for hypergraphs by abstracting away some of the properties specific
to graphs that were previously exploited in the analysis. Inthe process, we also observe that a variant is equally
effective for graphs but is more insightful for SYM -SUB-MP.

Finally, SUB-LABEL combines a monotone function and a non-monotone function. Here, we resort to KT-
ROUNDING since it is a reasonable strategy to approximately preservethe cost of the monotone component.
For the uniform metric labeling problem, [15] showed that KT-ROUNDING approximately (to within a factor of
2) preserves the fractional connection cost in the case of graphs. We show bounds for hypergraph cut functions
in an analogous fashion. Our insights enable us to develop a variant of the rounding that gives anO(log n)-
approximation for SUB-LABEL when the cut function is an arbitrary symmetric submodular function.

Other Related Work: There has been much recent interest in optimizing with submodular set functions. In
particular, maximization problems have been examined via combinatorial techniques as well as the multilinear
relaxation [1]. The submodular welfare problem [23] is similar in spirit to MSCA except that one is interested in
maximizing the value of an allocation rather than minimizing the cost. Minimization problems with submodular
costs have also received substantial attention [20, 12, 13,11] with several negative results for basic problems as
well as positive approximation results for problems such asthe submodular cost vertex cover problem [13, 11].
Lovász-extension based convex programs have been effectively used for these problems. Various submodular
cut and partition problems and their special cases such as the hypergraph cut and partition have been studied
recently [27, 26, 18, 8]; however, these papers have typically focussed on greedy and divide-and-conquer based
approaches while we use LE-REL.

Recent Results for SYM -SUB-MP and SUB-MP: Very recently, building on the work in this paper and a
non-trivial new technical theorem, we showed [3] that the integrality gap of SUBMP-REL is at most1.5− 1/k
for SYM -SUB-MP and at most2 for SUB-MP.

2 Monotone MSCA

In this section we consider MONOTONE-MSCA wheref1, . . . , fk are monotone submodular functions. We
will assume for simplicity thatfi(∅) = 0 for all i. Svitkina and Tardos [22] considered this problem in the
context of facility location and gave a(1 + lnn)-approximation and matching hardness via an approximation
preserving reduction from set cover. Letα = minS⊆V,1≤i≤k fi(S)/|S|. The main observation in [22] is that
α ≤ OPT/n, and moreover a pair(S, i) such thatfi(S)/|S| = α can be computed in polynomial time via
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submodular function minimization. One can then iterate using a greedy scheme, by using the monotonicity
of the functions, to obtain a(1 + lnn)-approximation. Using a similar argument, we can prove the following
theorem.

Theorem 2.1. The integrality gap ofLE-REL for MONOTONE-MSCA is at most(1 + lnn). In particular,
α ≤ OPTFRAC/n.

M ONOTONE-MSCA-GREEDY:
let x be a solution to LE-REL

Ai ← ∅ for all i (1 ≤ i ≤ k) 〈〈the set of vertices that will be assigned toi〉〉
U ← V 〈〈the set of unassigned vertices〉〉
whileU 6= ∅

let x̃ be the restriction ofx toU
for eachθ, letA(i, θ) = {v | v ∈ U, x̃(v, i) ≥ θ}
let 0 = θi,1 < θi,2 < · · · < θi,ℓi = 1 be the distinct entries of̃xi

let (i′, j′) be the pair of indices in the set{(i, j) | 1 ≤ i ≤ k, 1 ≤ j < ℓi}
that minimizes the ratiofi(A(i, θi,j))/|A(i, θi,j)|

Ai′ ← Ai′ ∪A(i′, θi′,j′)
U ← U −A(i′, θi′,j′)

Theorem 2.2. MONOTONE-MSCA-GREEDY achieves anHn-approximation forMONOTONE-MSCA.

Before we prove Theorem 2.2, we introduce some notation. Consider iteration of MONOTONE-MSCA-
GREEDY. Consider an iteration of the while loop of MONOTONE-MSCA-GREEDY. Let U be the set of
elements that are unassigned at the beginning of the iteration, and let̃x denote the restriction ofx toU ; more pre-
cisely,x̃(v, i) = x(v, i) for all terminalsi and all verticesv ∈ U . For anyθ, LetA(i, θ) = {v | v ∈ U, x̃(v, i) ≥
θ}. Let 0 = θi,1 < θi,2 < · · · < θi,ℓi = 1 be the distinct entries of̃xi. Let OPTFRAC =

∑k
i=1 fi(xi). Theo-

rem 2.2 follows from the following lemma.

Lemma 2.3.

min
1≤i≤k

min
0≤j<ℓi

fi(A(i, θi,j))

|A(i, θi,j)|
≤

OPTFRAC

|U |
.

In order to prove Lemma 2.3, we will show that, if we choose a terminal i ∈ {1, 2, · · · , k} and a threshold
θ ∈ [0, 1] uniformly at random, the ratioE[fi(A(i, θ))]/E[|A(i, θ)|] is at most OPTFRAC/|U |. The following
propositions give a bound on the two expectationsE[fi(A(i, θ))] andE[|A(i, θ)|]; their proofs are relatively
straightforward and they have been moved to Appendix B.

Proposition 2.4.

E
i,θ
[fi(A(i, θ))] ≤

1

k
OPTFRAC.

Proposition 2.5.

E
i,θ
[|A(i, θ)|] =

1

k
|U |.

Proof of Lemma 2.3: Let i be a terminal selected uniformly at random. Letθ be a threshold selected uni-
formly at random from the interval[0, 1]. It follows from Proposition 2.4 and Proposition 2.5 that the ratio
E[fi(A(i, θ))]/E[|A(i, θ)] is at most OPTFRAC/|U |. By linearity of expectation,

E
i,θ

[

fi(A(i, θ)) −
OPTFRAC

|U |
· |A(i, θ)|

]

≤ 0
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and therefore there exists a terminali′ and a thresholdθ′ for which the ratiofi′(A(i′, θ′))/|A(i′, θ′)| is at most
OPTFRAC/|U |. Let j′ be the smallest indexj that satisfies0 ≤ j < ℓi′ andθi′,j ≥ θ′. SinceA(i′, θi′,j′) =
A(i′, θ′), (i′, j′) is the desired pair. �

In the remainder of this section, we consider a different algorithm that achieves anO(log n)-approximation for
MONOTONE-MSCA. We will use this algorithm as a building block for submodular cost labeling algorithms
(see Section 4). The algorithm KT-ROUNDING is derived from the work of Kleinberg and Tardos on metric
labeling [15].

KT-R OUNDING

let x be a solution to LE-REL

S ← ∅ 〈〈set of all assigned vertices〉〉
〈〈set of vertices that are eventually assigned toi〉〉
Ai ← ∅ for all i (1 ≤ i ≤ k)
while S 6= V

pick i ∈ {1, 2, · · · , k} uniformly at random
pick θ ∈ [0, 1] uniformly at random
Ai ← Ai ∪ ({v | x(v, i) ≥ θ} − S)
S ← S ∪ Ai

return(A1, · · · , Ak)

We prove the following theorem by building on some useful properties that are shown in [15]; one of these is
that the probability thatv gets assigned toi in the rounding is preciselyx(v, i). In particular, this yields an
optimal algorithm for modular functions.

Theorem 2.6. KT-ROUNDING achieves a randomizedO(lnn)-approximation forMONOTONE MSCA.

Proof Sketch: It is shown in [15], and not difficult to see, that the roundingterminates inO(k log n) iterations
of the while loop with high probability. In each iteration the algorithm does aθ-rounding on an index chosen
uniformly at random. Leti be the random index andA(i, θ) = {v | x(v, i) ≥ θ}. Then it is easy to see that
E[fi(A(i, θ))] =

∑k
i=1

1
k
f̂i(xi) =

1
k

OPTFRAC. Since the functions are monotone, we have thatE[f(A(i, θ) −
S)] ≤ 1

k
OPTFRAC. Since the algorithm terminates inO(k log n) iterations, by linearity of expectation and the

sub-additivity of the functions (since the functions are submodular andf(∅) = 0), the total expected cost is
O(log n)OPTFRAC. �

3 Submodular Multiway Partition

We consider MSCA when thefi can be non-monotone. We can show that the integrality gap of LE-REL

even for a special case of labeling on hypergraphs can beΩ(n), and we suspect that the problem is hard to
approximate to a polynomial factor inn. We therefore focus on SUBMODULAR MULTIWAY PARTITION (SUB-
MP) and SUBMODULAR COST LABELING (SUB-LABEL); these are broad special cases which capture several
problems that have been considered previously.

The reduction of SUB-MP to MSCA requires one to work with the non-terminalsV ′ as the ground set.
It is however more convenient to work with the terminals and non-terminals. In particular, we work with the
relaxation below. Recall thatxi = (x(v1, i), · · · , x(vn, i)).

6



SUBMP-REL

min

k
∑

i=1

f̂(xi)

k
∑

i=1

x(v, i) = 1 ∀v

x(si, i) = 1 ∀i

x(v, i) ≥ 0 ∀v, i

As before, a starting point for rounding the relaxation is the basicθ-rounding that preserves the objective
function. Suppose we doθ-rounding for eachi to obtain setsA(1, θ), . . . , A(k, θ) where eachA(i, θ) ⊆ V .
Here we could use independent randomθ values for eachi or the sameθ. Note that the constraints ensure that
si ∈ A(j, θ) iff i = j. However, the setsA(1, θ), . . . , A(k, θ) may intersect and also may not cover the entire
setV , in which case we have to allocate the remaining elements in some fashion. First we show how to take
advantage of the case whenf is symmetric and then discuss how to obtain results for hypergraph problems that
are special cases of SUB-MP.

A 2(1 − 1/k)-approximation for SYM -SUB-MP: A 2(1 − 1/k)-approximation for SYM -SUB-MP is known
via greedy combinatorial algorithms [19, 27]. However, no mathematical programming formulation for the
problem has been previously considered. Here we show that, on instances of SYM -SUB-MP, the integrality
gap of LE-REL is 2(1 − 1/k) by using an uncrossing property of symmetric functions.

The following lemma is standard and it has been used in previous work [21].

Lemma 3.1. Let f be a symmetric submodular set function overV and letA1, . . . , Ak be subsets ofV . Then
there exist setsA′

1, . . . , A
′
k such that (i)A′

i ⊆ Ai for 1 ≤ i ≤ k, (ii) A′
1, . . . , A

′
k are mutually disjoint (iii)

∪iA
′
i = ∪iAi and (iv)

∑

i f(A
′
i) ≤

∑

i f(Ai). Moreover, given theAi’s a collection of setsA′
i satisfying the

above properties can be found in polynomial time via a value oracle for f .

Proof: Sincef is symmetric, it satisfies posi-modularity; that is,f(X) + f(Y ) ≥ f(X − Y ) + f(Y − X).
From this we see that eitherf(X) + f(Y − X) or f(Y ) + f(X − Y ) is no larger thanf(X) + f(Y ). This
allows us to uncrossA1, . . . , Ak as follows. If theAi’s are mutually disjoint then we can setA′

i = Ai for each
i and they satisfy the desired properties. Otherwise, there exist distincti andj such thatAi ∩Aj 6= ∅. We can
replaceAi andAj with Ai andAj −Ai if f(Ai) + f(Aj −Ai) ≤ f(Ai) + f(Aj); otherwise, we replace them
by Ai −Aj andAj . We repeat this process to get the desired sets. �

Theorem 3.2. The integrality gap ofLE-REL for SYM -SUB-MP is≤ 2(1 − 1/k).

Proof: Letx be an optimal solution to LE-REL for a given instance of SYM -SUB-MP. LetA(1, θ), . . . , A(k, θ)
be sets obtained by applyingθ-rounding to eachi. By the property ofθ-rounding, we observe that

∑

i E[f(A(i, θ))] =
∑

i f̂(xi) = OPTFRAC. Note thatsi belongs only toA(i, θ). We now apply Lemma 3.1 toA(1, θ), . . . , A(k, θ)
to obtainA′

1, . . . , A
′
k. We have

∑

i f(A
′
i) ≤

∑

i f(A(i, θ)). LetV ′ = V − ∪iA
′
i. By symmetry off , f(V ′) =

f(∪iA
′
i) and, sincef is sub-additive,f(V ′) = f(∪iA

′
i) ≤

∑

i f(A
′
i) ≤

∑

i f(A(i, θ)). We can allocateV ′

to any indexi and the total cost of the allocation is upper bounded byf(V ′) +
∑

i f(A
′
i) ≤ 2

∑

i f(A(i, θ)).
Thus the expected cost of the allocation is at most2OPTFRAC. The allocation is feasible sincesi belongs only
to A(i, θ) and hence toA′

i. One can refine this argument slightly to obtain a2(1 − 1/k) bound; we give the
details in Appendix C. �

In a previous version of this paper, we raised the following question.

Question. Is the integrality gap of LE-REL for SYM -SUB-MP at most1.5?

As we already noted, we have shown in subsequent work [3] thatthe integrality gap is at most1.5− 1/k.
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Rounding for H YPERGRAPH-MC and H YPERGRAPH-MP: Calinescuet al.[2] gave a new geometric relax-
ation for GRAPH-MC, and a rounding procedure that gave a(1.5−1/k)-approximation; the integrality gap was
subsequently improved to a bound of1.3438−εk in [14], while the best known lower bound is8/(7+1/k−1)
[7]. Calinescuet al. [2] derived their relaxation as a way to improve the integrality gap of2(1−1/k) for a natu-
ral distance based linear programming relaxation; in fact,it often goes unnoticed that [2] shows the equivalence
of their geometric relaxation to that of another relaxationobtained by adding valid strengthening constraints to
the distance based relaxation. Interestingly, when we specialize MSCA to GRAPH-MC, LE-REL becomes the
geometric relaxation of [2]! The rounding procedure in [2] can be naturally extended to rounding LE-REL for
SUB-MP and we describe it below.

CKR-R OUNDING

let x be a solution to SUBMP-REL

pick a random permutationπ of {1, 2, · · · , k}
pick θ ∈ [0, 1) uniformly at random
S ← ∅ 〈〈set of all assigned vertices〉〉
for i = 1 to k − 1

Aπ(i) ← ({v | x(v, π(i)) ≥ θ} − S)
S ← S ∪ Aπ(i)

Aπ(k) ← V − S
return(A1, · · · , Ak)

CKR-ROUNDING uses the sameθ for all i and a random permutation, both of which are crucially used inthe
1.5-approximation analysis for GRAPH-MC. In this paper we investigate CKR-ROUNDING and other round-
ings for HYPERGRAPH-MC and HYPERGRAPH-MP.

Although HYPERGRAPH-MC and HYPERGRAPH-MP appear similar, their objective functions are different.
The objective of HYPERGRAPH-MC is to remove a minimum weight subset of hyperedges such that the ter-
minals are separated, whereas the objective of HYPERGRAPH-MP is to minimize

∑

ew(e)p(e), wherep(e)
is the number of non-trivial parts thate is partitioned into (a part is non-trivial if some vertex ofe is in that
part but not all ofe). For graphs we have that eitherp(e) = 0 or p(e) = 2, and therefore the two problems
HYPERGRAPH-MC and HYPERGRAPH-MP are equivalent; this is the reason why one can view GRAPH-MC
as a partition problem as well. However, when the hyperedgescan have size larger than2, the objective function
values are not related to each other (it is easy to see that theHYPERGRAPH-MP objective is always larger).

HYPERGRAPH-MP and HYPERGRAPH-MC have been studied for their theoretical interest and their ap-
plications. It is easy to see from its definition that HYPERGRAPH-MP is a special case of SYM -SUB-MP. It
has been observed by a simple yet nice reduction [18] that HYPERGRAPH-MC is a special case of SUB-MP.
In addition, it has been observed that HYPERGRAPH-MC is approximation-equivalent to thenode-weighted
multiway cut problem in graphs (NODE-WT-MC) [9].

We show that CKR-ROUNDING gives a(1.5− 1/k)-approximation to HYPERGRAPH-MP and a tightH∆-
approximation for HYPERGRAPH-MC with maximum hyperedge size∆. Note that when∆ = 2, H∆ = 1.5
and when∆ = 3, H∆ ≃ 1.833. For∆ > 3, CKR-ROUNDING gives a worse than2 bound while we give an
alternate rounding which gives a2(1 − 1/k)-approximation. Our analysis of CKR-ROUNDING differs from
that in [2] since we cannot use the “edge alignment” properties of the fractional solution that hold for graphs
and were exploited in [2]; our analysis for HYPERGRAPH-MC is inspired by the proof given by Williamson
and Shmoys [25].

It is natural to wonder whether CKR-ROUNDING is crucial to obtaining a bound that is better than2 for
these problems, and in particular whether it gives a1.5-approximation for SYM -SUB-MP. We show that a
1.5− 1/k-approximation for HYPERGRAPH-MP (and hence GRAPH-MC also) can be obtained via a different
algorithm as well; in particular, the crucial ingredient inCKR-ROUNDING for GRAPH-MC when viewed as
a special case of HYPERGRAPH-MP is the correlation provided by the use of the sameθ for all i; one can
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replace the random permutation by the uncrossing scheme in Lemma 3.1. We describe this algorithm in the
next section. However, for HYPERGRAPH-MC, the random permutation is important in proving theH∆-bound.

3.1 A 1.5-approximation for H YPERGRAPH M ULTIWAY PARTITION

We start by understanding the objective function of SUBMP-REL in the context of HYPERGRAPH-MP. Let
x be a feasible fractional solution, and letxi = (x(v1, i), · · · , x(vn, i)) be the allocation toi. Recall that
f here is the hypergraph cut function. What is

∑n
i=1 f̂(xi)? For each terminali and each hyperedgee, let

I(e, i) = [minv∈e x(v, i),maxv∈e x(v, i)]. Letd(e, i) denote the length ofI(e, i), and letd(e) =
∑k

i=1 d(e, i).
Note thatd(e) ∈ [0, |e|].

Lemma 3.3.
∑k

i=1 f̂(xi) =
∑

ew(e)d(e).

Proof: Consider a hyperedgee. Let A(i, θ) be the set whose characteristic vector isx
θ
i . For eachθ ∈

[0,minv∈e x(v, i)], the setA(i, θ) contains all the vertices ofe, and thuse /∈ δ(A(i, θ)). For eachθ ∈
(minv∈e x(v, i),maxv∈e x(v, i)], the setA(i, θ) contains at least one vertex ofe but not all of the vertices
of e, and thuse ∈ δ(A(i, θ)). Finally, for eachθ ∈ (maxv∈e x(v, i), 1], the setA(i, θ) does not contain any
vertex ofe, and thuse /∈ δ(A(i, θ)). Therefore the contribution ofe to f̂(xi) is equal to(maxv∈e x(v, i) −
minv∈e x(v, i))w(e) = d(e, i)w(e). �

A crucial technical lemma that we need is the following whichstates that the contribution of anyi to d(e) is at
mostd(e)/2.

Lemma 3.4. For anyi, d(e, i) ≤ d(e)/2.

Proof: Let u = argmaxv∈ex(v, i), andw = argminv∈ex(v, i). We have

d(e, i) = x(u, i) − x(w, i)

=



1−
∑

j 6=i

x(u, j)



 −



1−
∑

j 6=i

x(w, j)





=
∑

j 6=i

(x(w, j) − x(u, j))

≤
∑

j 6=i

(

max
v∈e

x(v, j) −min
v∈e

x(v, j)
)

=
∑

j 6=i

d(e, j)

= d(e) − d(e, i)

Therefored(e, i) ≤ d(e)/2. �

The algorithm SYM SUBMP-ROUNDING that we analyze is described below. We can prove that CKR-ROUNDING

gives the same bound; however, SYM SUBMP-ROUNDING and its analysis are perhaps more intuitive in the
context of symmetric functions. The algorithm doesθ-rounding to obtain setsA(1, θ), . . . , A(k, θ) and then
uncrosses these sets to make them disjoint without increasing the expected cost (see Lemma 3.1).
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SYM SUBMP-ROUNDING

let x be a feasible solution to SUBMP-REL

pick θ ∈ [0, 1] uniformly at random
A(i, θ)← {v | x(v, i) ≥ θ} for eachi (1 ≤ i ≤ k)
〈〈uncrossA(1, θ), · · · , A(k, θ)〉〉
A′

i ← A(i, θ) for eachi (1 ≤ i ≤ k)
while there existi 6= j such thatA′

i ∩ A′

j 6= ∅
if (f(A′

i) + f(A′

j −A′

i) ≤ f(A′

i) + f(A′

j))
A′

j ← A′

j −A′

i

else
A′

i ← A′

i −A′

j

return(A′

1, · · · , A
′

k−1, V − (A′

1 ∪ · · ·A
′

k−1))

Theorem 3.5. SYM SUBMP-ROUNDING achieves an1.5-approximation forHYPERGRAPH-MP.

We remark that we can change the algorithm and the analysis slightly to achieve a(1.5− 1/k)-approximation;
we give the details in Appendix D.

Lemma 3.6. Let i∗ be the index such that the intervalI(e, i∗) has the rightmost ending point among the
intervalsI(e, i). More precisely,I(e, i∗) is an interval such thatmaxv∈e x(v, i

∗) = maxi maxv∈e x(v, i); if
there are several such intervals, we choose one arbitrarily. LetZe be an indicator random variable equal to1
iff e ∈ δ(V − (A(1, θ) ∪ · · · ∪A(k, θ))). ThenE[Ze] ≤ d(e, i∗).

Proof: Note thatZe is equal to1 only if (1) for any terminali, θ is at leastminv∈e x(v, i) and(2) there exists a
terminalℓ such thatθ ∈ I(e, ℓ). If there exists a terminali such thatθ is smaller thanminv∈e x(v, i), all of the
vertices ofe are inA(i, θ). If there does not exist a terminalℓ such thatθ ∈ I(e, ℓ), either all of the vertices ofe
are inA(i, θ) for somei or all of the vertices ofe are inV − (A(1, θ)∪ · · · ∪A(k, θ)). Finally, we note that(1)
and(2) imply thatθ is in I(e, i∗). By (2), θ is at mostmaxv∈e x(v, i

∗) and, by(1), θ is at leastminv∈e x(v, i
∗).
�

Proof of Theorem 3.5: It follows from the sub-additivity off and Lemma 3.1 that the cost of the partition
returned by SYM SUBMP-ROUNDING is at most

k
∑

i=1

f(A′
i) + f(V − (A′

1 ∪ · · · ∪A′
k)) ≤

k
∑

i=1

f(A(i, θ)) + f(V − (A(1, θ) ∪ · · · ∪A(k, θ)))

Let OPTFRAC =
∑k

i=1 f̂s(xi). By Lemma 3.6 and Lemma 3.4,

E[f(V − (A(1, θ) ∪ · · · ∪A(k, θ)))] ≤
∑

e

w(e)d(e)

2
=

OPTFRAC

2

Finally,E[
∑k

i=1 f(A(i, θ))] = OPTFRAC, and therefore the expected cost of the allocation is at most1.5OPTFRAC.
�

3.2 Algorithms for H YPERGRAPH M ULTIWAY CUT

Now we consider HYPERGRAPH-MC. For each hyperedgee, pick an arbitrary representative noder(e) ∈ e.
Define the functionf : 2V → R+ as follows: forA ⊆ V , let f(A) =

∑

e:r(e)∈A,e 6⊆Aw(e) be the weight
of hyperedges whose representatives are inA and they crossA. It is easy to verify thatf is asymmetric and
submodular. SUB-MP with this functionf captures HYPERGRAPH-MC [18].

Let x be a feasible fractional allocation andxi be the allocation fori. For each hyperedgee and each
terminali, let I(e, i) = [minv∈e x(v, i),maxv∈e x(v, i)]. Let d(e, i) = x(r(e), i) −minv∈e x(v, i) andd(e) =
∑k

i=1 d(e, i).

10



Lemma 3.7.
∑k

i=1 f̂(xi) =
∑

ew(e)d(e).

Proof: Consider a hyperedgee. Let A(i, θ) be the set whose characteristic vector isx
θ
i . For eachθ ∈

[0,minv∈e x(v, i)], the setA(i, θ) contains all the vertices ofe and thereforee /∈ δ(A(i, θ)). For each
θ ∈ (minv∈e x(v, i), x(r(e), i)], the setA(i, θ) contains the representativer(e) of e ande ∈ δ(A(i, θ)). Finally,
for eachθ ∈ (x(r(e), i), 1], the setA(i, θ) does not contain the representativer(e). Therefore the contribution
of e to f(xi) is equal to(x(r(e), i) −minv∈e x(v, i))w(e) = d(e, i)w(e). �

HALF -ROUNDING

let x be a solution to SUBMP-REL

pick θ ∈ (1/2, 1] uniformly at random
for i = 1 to k − 1

A(i, θ)← {v | x(v, i) ≥ θ}
U(θ)← V − (A(1, θ) ∪ · · · ∪A(k − 1, θ))
return(A(1, θ), · · · , A(k − 1, θ), U(θ))

The main goal of this section is to show that HALF-ROUNDING is a2-approximation, and CKR-ROUNDING

is aH∆-approximation for HYPERGRAPH-MC, where∆ is the maximum hyperedge size. We remark that we
can show that the integrality gap of LE-REL is at most2(1− 1/k) using a connection between the distance LP
for NODE-WT-MC considered in [9] and LE-REL for HYPERGRAPH-MC; we give the details in Appendix E.

Lemma 3.8. Let e be any hyperedge, and letz be any vertex ine. LetR(z) = {i | x(z, i) = maxv∈e x(v, i)}.
Then

∑

i∈R(z) |I(e, i)| ≤ d(e).

Proof: Let u be the representative ofe. If z = u, the lemma is immediate. Therefore we may assume that
z 6= u. We partition{1, 2, · · · , k} into two sets: the setS(z) consisting of all coordinatesi such thatx(z, i) is
smaller thanx(u, i), and the setB(z) consisting of all coordinatesi such thatx(z, i) is at leastx(u, i). Since
∑k

i=1 x(z, i) and
∑k

i=1 x(u, i) are both equal to1, the total difference betweenx(u, i) andx(z, i) over all
coordinatesi ∈ S(z) is equal to the total difference betweenx(z, i) andx(u, i) over all coordinatesi ∈ B(z).
Therefore

∑

i∈B(z)

(x(z, i) − x(u, i)) =
∑

i∈S(z)

(x(u, i) − x(z, i))

≤
∑

i∈S(z)

(

x(u, i) −min
v∈e

x(v, i)
)

≤ d(e)−
∑

i∈B(z)

(

x(u, i)−min
v∈e

x(v, i)
)

SinceR(z) is a subset ofB(z), the lemma follows. �

Corollary 3.9. For eachi, the length of the intervalI(e, i) is at mostd(e).

Proof: Let β = maxki=1maxv∈e x(v, i). Let sℓ be a terminal and letb be a vertex ine such thatx(b, ℓ) = β.
Sinceℓ is inR(b), the corollary follows from Lemma 3.8. �

Theorem 3.10. LetF be the set of all hyperedges crossing the partition returnedby HALF-ROUNDING. For
each hyperedgee, Pr[e ∈ F ] ≤ 2d(e).

Proof: Let I(e, i∗) be the interval with the rightmost right interval among the intervalsI(e, 1), · · · , I(e, k); if
there are several such intervals, we pick one arbitrarily. Note thate is in F only if θ is in the intervalI(e, i∗).
Therefore the probability thate is in F is at most2|I(e, i∗)|. By Corollary 3.9, the length ofI(e, i∗) is at most
d(e). �
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Theorem 3.11. LetF be the set of all hyperedges crossing the partition returnedby CKR-ROUNDING. For
each hyperedgee, Pr[e ∈ F ] ≤ H|e|· d(e).

Proof Sketch: We say thatsi splitse if θ ∈ I(e, i). LetXi be the event thatsi splitse. We say thatsi touches
e if θ ≤ maxv∈e x(v, i). (Note thatmaxv∈e x(v, i) is the right endpoint of the intervalI(e, i).) We say thatsi
settlese if si is the first terminal in the permutationπ that touchese. LetYi be the event thatsi settlese.

Note that the edgee is in F only if there is a terminalsi that splitsand settlese. Therefore we can upper
bound the probability thate is in F by

∑k
i=1 Pr[Xi ∧ Yi].

We relabel the terminals so that the ordering of the intervals {I(e, i)}1≤i≤k from right to left according to
their ending point isI(e, 1), I(e, 2), · · · , I(e, k). (If there are several intervals with the same ending point,we
break ties arbitrarily.) After relabeling the intervals,si settlese only if, for eachj < i, π(si) < π(sj). This
observation, together with the fact thatsi splitse with probability|I(e, i)|, implies thatPr[Xi∧Yi] ≤ |I(e, i)|/i.

Finally, letL(z) = {i | x(z, i) = maxv∈e x(v, i)}. If an indexi belongs to more than one setL(z), we only
addi to one of the sets (chosen arbitrarily). Note that, by Lemma 3.8, the total length of the intervalsI(e, i)
wherei ∈ L(z) is at mostd(e). This, together with the fact that the setsL(z) are disjoint and their union is
{1, 2, · · · , k}, implies that

∑k
i=1 Pr[Xi ∧ Yi] is at mostH|e|· d(e). �

Proposition 3.12. The analysis in Theorem 3.11 is tight.

Proof: Let e be a hyperedge with representativeu. Let ǫ ∈ (0, 1) be such thatǫ|e| ≤ 1. Consider a solution
x that assigns the following values to the vertices ofe. For each terminali > |e| and each vertexz ∈ e,
we havex(z, i) = 0. For each terminali such that1 < i ≤ |e|, we havex(u, i) = (|e| − i)ǫ. Finally,
x(u, 1) = 1 −

∑k
i=2 x(u, i). Let v2, · · · , v|e| denote the remaining vertices ofe (other thanu). Now consider

an indexj such that2 ≤ j ≤ |e|. We havex(vj , 1) = ǫ, x(vj , j) = x(u, j) − ǫ, andx(vj , i) = x(u, i) for
all i 6= j. Note that

∑k
i=1 x(v, i) is equal to1 for all verticesv ∈ e and the distanced(e) is equal toǫ. It is

straightforward to verify thate is inF with probability at leastH|e|· d(e). �

4 Submodular Cost Labeling

In this section we consider SUB-LABEL, which generalizes MONOTONE-MSCA, uniform metric labeling, hub
location, and other problems. A natural algorithm here is KT-ROUNDING, which we have already introduced
in Section 2. We also describe a different algorithm, SYM SUBLABEL-ROUNDING, which is appropriate for
SUB-LABEL when the cut function is an arbitrary symmetric submodular function. We obtain several results
that we state below.

The next two results consider the SUB-LABEL problem on hypergraphs in whichh is the following function.
For each edge hyperedgee, pick an arbitrary representative noder(e) ∈ e. We define the functionh : 2V → R+

as follows: forA ⊆ V , let f(A) =
∑

e:r(e)∈A,e 6⊆Aw(e) be the weight of hyperedges whose representatives are
in A and they crossA. We refer to this function as the hypergraph separation costfunction.

Theorem 4.1. If h is the hypergraph separation cost function and eachgi is modular,KT-ROUNDING achieves
a∆-approximation forSUB-LABEL.

Theorem 4.2. If h is the hypergraph separation cost function and eachgi is a monotone submodular function,
KT-ROUNDING achieves anO(lnn+∆) approximation forSUB-LABEL.
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SYM SUBL ABEL -ROUNDING

let x be a solution to LE-REL

S ← ∅ 〈〈set of all assigned vertices〉〉
Ai ← ∅ for all i (1 ≤ i ≤ k)
while S 6= V

pick i ∈ {1, 2, · · · , k} uniformly at random
pick θ ∈ [0, 1] uniformly at random
Ai ← Ai ∪ {v | x(v, i) ≥ θ}
S ← S ∪ {v | x(v, i) ≥ θ}

〈〈uncrossA1, · · · , Ak〉〉
A′

i ← Ai for all i (1 ≤ i ≤ k)
while there existi 6= j such thatA′

i ∩A′

j 6= ∅
if (f(A′

i) + f(A′

j −A′

i) ≤ f(A′

i) + f(A′

j))
A′

j ← A′

j −A′

i

else
A′

i ← A′

i −A′

j

return(A′

1, · · · , A
′

k)

Theorem 4.3. If h is a symmetric submodular function and eachgi is a monotone submodular function,
SYM SUBLABEL-ROUNDING achieves anO(ln n) approximation forSUB-LABEL.

Let PARTFRAC =
∑k

i=1 ĥ(xi) be the partition cost of LE-REL, and let COSTFRAC =
∑k

i=1 ĝi(xi) be the
assignment cost of LE-REL.

Consider the SUB-LABEL problem in whichh is the hypergraph separation cost function. For each hyper-
edgee, let d(e) =

∑k
i=1(x(r(e), i)−minv∈e x(v, i)). By Lemma 3.7, PARTFRAC =

∑

ew(e)d(e). In order to
bound the expected partition cost of the labeling constructed by KT-ROUNDING, we consider each hyperedge
separately, and we give an upper bound on the probability that the hyperedge has at least two vertices with dif-
ferent labels. We say that a hyperedgee is split in some iteration of KT-ROUNDING if there exists an iteration
ℓ such that at least one vertex ofe is assigned a label in iterationℓ but not all vertices ofe are assigned a label
in iterationℓ. The following lemma gives an upper bound on the probabilitythat a hyperedgee is split.

Lemma 4.4. For each hyperedgee, the probability thate is split is at most∆d(e).

Using Lemma 4.4, we can complete the proofs of Theorem 4.1 andTheorem 4.2 as follows.

Proof of Theorem 4.1: Let (A1, · · · , Ak) be the partition returned by KT-ROUNDING, and let PARTINT =
∑k

i=1 h(Ai) and COSTINT =
∑k

i=1 gi(Ai). As shown in [15], KT-ROUNDING assigns labeli to v with
probabilityx(v, i). ThusE[COSTINT] = COSTFRAC.

By Lemma 3.7, PARTFRAC =
∑

ew(e)d(e). Therefore, by Lemma 4.4,E[PARTINT] ≤ ∆·PARTFRAC. �

Proof of Theorem 4.2: Let (A1, · · · , Ak) be the partition returned by KT-ROUNDING, and let PARTINT =
∑k

i=1 h(Ai) and COSTINT =
∑k

i=1 gi(Ai). Using the argument in the proof of Theorem 2.6, we can show that
E[COSTINT] ≤ O(lnn)COSTFRAC. Additionally, by Lemma 4.4,E[PARTINT] ≤ ∆PARTFRAC. �

Now we turn our attention to the proof of Lemma 4.4.

Proof of Lemma 4.4: Consider iterationℓ of KT-ROUNDING, and letiℓ andθℓ be the label and threshold in
iteration ℓ. We say that iterationℓ cutse if θℓ ∈ [minv∈e x(v, iℓ),maxv∈e x(v, iℓ)]. We say that iterationℓ
touchese if θℓ is in the interval[0,maxv∈e x(v, iℓ)]. Let Xℓ andZℓ be the events thatℓ cuts and touchese
(respectively). The probability thate is split in iterationℓ is at mostPr[Xℓ]/Pr[Zℓ]. We have

Pr[Xℓ] ≤
1

k

k
∑

i=1

(

max
v∈e

x(v, i) −min
v∈e

x(v, i)
)

≤
∆d(e)

k
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where the last inequality follows from Lemma 3.8. Additionally,

Pr[Zℓ] =
1

k

k
∑

i=1

max
v∈e

x(v, i) ≥
1

k

The last inequality follows from the fact that, for any vertex w ∈ e,
∑k

i=1 x(w, i) = 1. It follows that the
probability thate is split in iterationj is at most∆d(e). �

Proof of Theorem 4.3: Let iℓ andθℓ be the label andθ value chosen in theℓ-th iteration of thefirst while
loop SYM SUBLABEL-ROUNDING. For eachi, let Ai = ∪ℓ: iℓ=i{v | x(v, i) ≥ θℓ}. Let PARTBALLS =
∑k

i=1 f(Ai) and COSTBALLS =
∑k

i=1 gi(Ai). (Note thatAi is the setAi at the end of thefirst while loop of
SYM SUBLABEL-ROUNDING.)

Using the argument in the proof of Theorem 2.6, we can show that

E[COSTBALLS] ≤ O(lnn)COSTFRAC

and
E[PARTBALLS] ≤ O(lnn)PARTFRAC

Let (A′
1, · · · , A

′
k) be the partition returned by SYM SUBLABEL-ROUNDING. Let PARTINT =

∑k
i=1 f(A

′
i) and

COSTINT =
∑k

i=1 gi(A
′
i). By Lemma 3.1,

E[PARTINT] ≤ E[PARTBALLS] ≤ O(lnn)PARTFRAC

Since eachgi is monotone,

E[COSTINT] ≤ E[COSTBALLS] ≤ O(lnn)COSTFRAC.

�

Integrality Gap Example: We remark that we can generalize the integrality gap exampleof [15] in order to
show that the integrality gap of LE-REL is at least∆(1 − 1/k) for SUB-LABEL whenh is the hypergraph
separation cost function, even if eachgi is modular.

Consider a∆-uniform complete hypergraph onk vertices; all
(

k
∆

)

edges are present, and each edge has unit
weight. For each vertexi, the cost of assigning labelj to i is zero ifi 6= j, and infinity otherwise.

It is easy to see that an optimal integral solution picks a label i and assigns labeli to all vertices excepti,
and it assigns some other label toi. Thus the integral optimum is

(

k−1
∆−1

)

. Settingx(i, j) = 1/(k − 1) for all

i 6= j gives us a fractional solution of cost
(

k
∆

)

/(k − 1).
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[24] Jan Vondrák. Symmetry and Approximability of Submodular Maximization Problems. InIEEE Sympo-
sium on Foundations of Computer Science (FOCS), pages 651–670, 2010.

[25] David P. Williamson and David B. Shmoys. The design of approximation algorithms. Preprint available
athttp://www.designofapproxalgs.com, 2010.

[26] Mingyu Xiao. Finding minimum 3-way cuts in hypergraphs. Information Processing Letters, 110(14-
15):554–558, 2010. Preliminary version in TAMC 2008.

[27] Liang Zhao, Hiroshi Nagamochi, and Toshihide Ibaraki.Greedy splitting algorithms for approximating
multiway partition problems.Mathematical Programming, 102(1):167–183, 2005.

16

http://www.designofapproxalgs.com


A Definition of the Lovász extension

Let f : {0, 1}n → R be a function. The Lovász extension̂f of f is the functionf̂ : [0, 1]n → R defined as
follows. Letx be a vector in[0, 1]n. We relabel the vertices as1, 2, · · · , n so thatx1 ≥ x2 ≥ · · · ≥ xn; for
ease of notation, letx0 = 1 andxn+1 = 0. LetSi = {1, 2, · · · , i}. The value off̂ atx is equal to

f̂(x) =

n
∑

i=0

(xi+1 − xi)f(Si)

It is straightforward to verify that
∑n

i=0(xi+1 − xi)f(Si) = Eθ∈[0,1][f(x
θ)].

Another useful extension for a functionf is its convex closure, which is defined as follows. For each set
S ⊆ V , we let1S denote the characteristic vector ofS; that is, thei-th coordinate of1S is equal to1 if i is inS
and0 otherwise. The convex closuref is the functionf− : [0, 1]n → R wheref−(x) = min{

∑

S⊆V λSf(S) :
∑

S⊆V λS1S = x,
∑

S⊆V λS = 1, λS ≥ 0}. The Lovász extension̂f of f is equal to the convex closuref− of
f iff f is submodular; see for instance [6]. Using this result, we can show that LE-REL can be solved in time
that is polynomial inn andlog (maxi,S⊆V fi(S)) via the ellipsoid method.

Sincef̂ is equal tof̂−, we can write LE-REL as follows.

LE-R EL -Primal

min

k
∑

i=1

∑

S⊆V

λ(S, i)fi(S)

∑

S:v∈S

λ(S, i) = x(v, i) ∀v, i

∑

S⊆V

λ(S, i) = 1 ∀i

k
∑

i=1

x(v, i) = 1 ∀v

λ(S, i) ≥ 0 ∀S, i

x(v, i) ≥ 0 ∀v, i

LE-R EL -Primal is an LP with exponentially many variables and polynomiallymany constraints. Its dual
LE-R EL -Dual has polynomially many variables and exponentially many constraints.

LE-R EL -Dual

max

k
∑

i=1

βi +
∑

v∈V

γv

∑

v∈S

α(v, i) + βi ≤ fi(S) ∀S, i

γv ≤ α(v, i) ∀v, i

Separation oracle for LE-REL -Dual. Fix an assignment of values to the variablesα, β, γ in LE-R EL -Dual.
It is easy to check in polynomial time whetherγv ≤ α(v, i) for all v, i since there are onlynk such constraints.
Let gi(S) =

∑

v∈S α(v, i) + βi. Note thatgi is a modular function and thereforefi − gi is a submodular
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function. Using a polynomial time algorithm for submodularfunction minimization, for a giveni, we can
check whetherfi(S)− gi(S) ≥ 0 for all setsS ⊆ V .

Therefore we can solveLE-R EL -Dual in time that is polynomial inn andlog (maxi,S⊆V fi(S)) using the
ellipsoid method. Using standard techniques, we can also construct an optimal solution for the primal; we omit
the details here.

B Omitted proofs from Section 2

Proof of Proposition 2.4: Consider a terminali. For anyθ, A(i, θ) is a subset of{v | v ∈ V, x(v, i) ≥ θ}.
Sincefi is monotone,fi(A(i, θ)) ≤ fi({v | v ∈ V, x(v, i) ≥ θ}). Therefore

E
θ∈[0,1]

[A(i, θ)] =

∫ 1

0
fi(A(i, θ))dθ

≤

∫ 1

0
fi({v | v ∈ V, x(v, i) ≥ θ})dθ

= f̂i(xi)

Finally,

E
i,θ
[fi(A(i, θ))] =

1

k

k
∑

i=1

E
θ∈[0,1]

[fi(A(i, θ)] ≤
1

k
OPTFRAC

�

Proof of Proposition 2.5: Note that

E
i,θ
[|A(i, θ)|] =

1

k

k
∑

i=1

E
θ∈[0,1]

[|A(i, θ)|]

We can prove by induction on the size ofU that
∑k

i=1 Eθ∈[0,1][|A(i, θ)|] is equal to|U |.

If U is empty, the claim trivially holds. Therefore we may assumethatU contains at least one elementz.
LetU ′ = U − {z}, and letx̃′ be the restriction of̃x to U ′; more precisely,̃x′(v, i) = x̃(v, i) for all v ∈ U ′ and
all terminalsi. Let A′(i, θ) = {v | v ∈ U ′, x̃′(v, i) ≥ θ}. Note thatA′(i, θ) is equal toA(i, θ) − {z} if θ is
smaller thanx(z, i), andA′(i, θ) is equal toA(i, θ) otherwise. Therefore

k
∑

i=1

E
θ∈[0,1]

[|A(i, θ)|] =

k
∑

i=1

∫ 1

0
|A(i, θ)|dθ

=
k
∑

i=1

∫ x(z,i)

0
|A′(i, θ) ∪ {z}|dθ +

k
∑

i=1

∫ 1

x(z,i)
|A′(i, θ)|dθ

=
k
∑

i=1

∫ 1

0
|A′(i, θ)|dθ +

k
∑

i=1

x(z, i)

=
k
∑

i=1

∫ 1

0
|A′(i, θ)|dθ + 1

= |U ′|+ 1 (By induction)

= |U |

�
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C Omitted proofs from Section 3

Theorem C.1. The integrality gap ofLE-REL for SYM -SUB-MP is at most2(1 − 1/k).

Proof: Letx be an optimal solution to LE-REL for a given instance of SYM -SUB-MP. Without loss of general-
ity, f̂(xk) = maxi f̂(xi). LetA(1, θ), . . . , A(k− 1, θ) be sets obtained by applyingθ-rounding with respect to
the firstk−1 terminals. By the property ofθ-rounding, we observe that

∑k−1
i=1 E[f(A(i, θ))] =

∑k−1
i=1 f̂(xi) ≤

(1 − 1/k)OPTFRAC. The last inequality follows from the fact that̂f(xk) ≥ OPTFRAC/k. Note thatsi belongs
only to A(i, θ). We now apply Lemma 3.1 toA(1, θ), . . . , A(k − 1, θ) to obtainA′

1, . . . , A
′
k−1. We have

∑k−1
i=1 f(A′

i) ≤
∑k−1

i=1 f(A(i, θ)). LetA′
k = V − ∪1≤i≤k−1A

′
i. By symmetry off , f(A′

k) = f(∪1≤i≤k−1A
′
i)

and, sincef is sub-additive,f(A′
k) = f(∪1≤i≤k−1A

′
i) ≤

∑k−1
i=1 f(A′

i) ≤
∑k−1

i=1 f(A(i, θ)). We allocateA′
k

to indexk and the total cost of the allocation is upper bounded by
∑

i f(A
′
i) ≤ 2

∑k−1
i=1 f(A(i, θ)). Thus the

expected cost of the allocation is at most2(1 − 1/k)OPTFRAC. The allocation is feasible since, for eachi 6= k,
si belongs only toA(i, θ) and hence toA′

i, andsk belongs toA′
k. �

D Omitted proofs from Subsection 3.1

SYM SUBMP-ROUNDING

let x be a feasible solution to SUBMP-REL

relabel the terminals so that̂f(xk) = maxi f̂(xi)
pick θ ∈ [0, 1] uniformly at random
A(i, θ)← {v | x(v, i) ≥ θ} for eachi (1 ≤ i ≤ k − 1)
〈〈uncrossA(1, θ), · · · , A(k − 1, θ)〉〉
A′

i ← A(i, θ) for eachi (1 ≤ i ≤ k − 1)
while there existi 6= j such thatA′

i ∩A′

j 6= ∅
if (f(A′

i) + f(A′

j −A′

i) ≤ f(A′

i) + f(A′

j)
A′

j ← A′

j −A′

i

else
A′

i ← A′

i −A′

j

return(A′

1, · · · , A
′

k−1, V − (A′

1 ∪ · · ·A
′

k−1))

Theorem D.1. SYM SUBMP-ROUNDING achieves an(1.5− 1/k)-approximation forHYPERGRAPH-MP.

Lemma D.2. Let i∗ be the index such that the intervalI(e, i∗) has the rightmost ending point among the in-
tervals I(e, i), where1 ≤ i ≤ k − 1. More precisely,I(e, i∗) is an interval such thatmaxv∈e x(v, i

∗) =
max1≤i≤k−1maxv∈e x(v, i); if there are several such intervals, we choose one arbitrarily. LetZe be an indi-
cator random variable equal to1 iff e ∈ δ(V − (A(1, θ) ∪ · · · ∪A(k − 1, θ))). ThenE[Ze] ≤ d(e, i∗).

Proof: Note thatZe is equal to1 only if (1) for any terminali 6= k, θ is at leastminv∈e x(v, i) and (2)
there exists a terminalℓ 6= k such thatθ ∈ I(e, ℓ). If there exists a terminali 6= k such thatθ is smaller
thanminv∈e x(v, i), all of the vertices ofe are inA(i, θ). If there does not exist a terminalℓ 6= k such that
θ ∈ I(e, ℓ), either all of the vertices ofe are inA(i, θ) for somei 6= k or all of the vertices ofe are in
V − (A(1, θ) ∪ · · · ∪ A(k − 1, θ)). Finally, we note that(1) and(2) imply thatθ is in I(e, i∗): by (2), θ is at
mostmaxv∈e x(v, i

∗) and, by(1), θ is at leastminv∈e x(v, i
∗). �

Proof of Theorem D.1: It follows from Lemma 3.1 that the cost of the partition returned by SYM SUBMP-
ROUNDING is at most

k−1
∑

i=1

f(A′
i) + f(V − (A′

1 ∪ · · · ∪A′
k−1)) ≤

k−1
∑

i=1

f(A(i, θ)) + f(V − (A(1, θ) ∪ · · · ∪A(k − 1, θ)))
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By Lemma D.2 and Lemma 3.4,

E[f(V − (A(1, θ) ∪ · · · ∪A(k − 1, θ)))] ≤
∑

e

w(e)d(e)

2
=

OPTFRAC

2

Sincef̂(xk) ≥ OPTFRAC/k, we have

E

[

k−1
∑

i=1

f(A(i, θ))

]

≤

(

1−
1

k

)

OPTFRAC

Therefore the expected cost of the allocation is at most(1.5− 1/k)OPTFRAC. �

E Improved integrality gap bound for H YPERGRAPH-MC

The main goal of this section is to establish a connection between the distance LP for NODE-WT-MC considered
in [9] and LE-REL for HYPERGRAPH-MC. This connection gives us the following theorem.

Theorem E.1. The integrality gaph ofHYPERGRAPH-MC is at most2(1−1/k) for instances ofHYPERGRAPH-
MC.

The reader may wonder whether we can prove the above theorem directly without recourse to the result from
[9]; we believe that it can be done but there are some technical hurdles that we plan to address in a future version
of the paper. As we already noted, HYPERGRAPH-MC and NODE-WT-MC are approximation equivalent. Oku-
motoet al. [18] gave an approximation-preserving reduction from HYPERGRAPH-MC to NODE-WT-MC. The
reduction maps an instance of HYPERGRAPH-MC to an instance of NODE-WT-MC as follows. LetG = (V,E)
be an instance of HYPERGRAPH-MC, namely a hypergraph with weights on the edges andk distinguished ver-
tices which we call terminals. We construct a bipartite graph H as follows. We add all of the vertices ofG to
H, and we give them infinite weight. For each hyperedgee of G, we add a vertex toH of weightwe, and we
connect it to all of vertices ofV that are contained in the hyperedge. The terminals ofH are the terminals of
G, and it is straightforward to verify that a multiway cut inG corresponds to a node multiway cut inH of the
same weight and vice-versa.

We remark that there is an approximation-preserving reduction from NODE-WT-MC to HYPERGRAPH-MC
as well. LetG = (V,E) be an instance of NODE-WT-MC, namely a graph with weights on the vertices andk
distinguished vertices called terminals. We may assume without loss of generality that the terminals form an
independent set ofG. We subdivide each edge ofG, except the edges incident to the terminals. Now we can
view the resulting graphG′ as a bipartite graph with the terminals and the subdividing vertices on the left, and
all other vertices on the right. We construct a hypergraphH as follows: the vertices ofH are the left vertices
of G′ and, for each vertexv on the right,H has a hyperedge consisting of all neighbors ofv (in the subdivided
graphG′). The weight of the hyperedge corresponding tov is w(v). The terminals ofH are the terminals of
G, and it is straightforward to verify that a node multiway cutin G corresponds to a multiway cut inH of the
same weight and vice-versa.

Consider an instanceG of HYPERGRAPH-MC, and letx be a feasible solution to LE-REL for this instance.
Using the first reduction, we map an instanceG of HYPERGRAPH-MC to the instanceH of NODE-WT-MC
described above. In the following, we show that we can map thesolutionx to a solutiond to the distance LP
relaxation forH. The distance LP has a variabledv for each non-terminalv with the interpretation thatdv is 1
if v is in the node multiway cut. LetPsi,sj denote the set of all paths ofH from si to sj.
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(DISTANCE-LP) min
∑

v

dvwv

∑

v∈p

dv ≥ 1 ∀i 6= j,∀p ∈ Psi,sj

dv ≥ 0 ∀v ∈ V (H)− {s1, · · · , sk}

We map the solutionx to LE-REL to a solutiond to DISTANCE-LP as follows. For each vertexv ∈ V , we set
dv = 0 (recall that all the vertices inV have infinite weight). Letz be a vertex ofH that corresponds to the
hyperedgee of G. Letu be the representative ofe, and let

dz =

k
∑

i=1

(

x(u, i) −min
v∈e

x(v, i)
)

= 1−
k
∑

i=1

min
v∈e

x(v, i)

Now consider a pathp of H between two terminalssa andsb. Let p = v0 − z1 − v1 − z2 − · · · − zℓ − vℓ,
wherezj is in V (H)− V , vj is in V , v0 = sa, andvℓ = sb. Let ej be the hyperedge corresponding tozj ; node
thatej containsvj−1 andvj. For each vertexv ∈ V , let x(v) = (x(v, 1), · · · , x(v, k)) denote the point on the
k-dimensional simplex to whichv is mapped by the solutionx, and let|| · ||1 denote theℓ1 norm of a vector.

ℓ
∑

j=1

dzj =
ℓ
∑

j=1

(

1−
k
∑

i=1

min
v∈ej

x(v, i)

)

≥
ℓ
∑

j=1

(

1−
k
∑

i=1

min{x(vj−1, i), x(vj , i)}

)

(ej containsvj−1 andvj)

=

ℓ
∑

j=1

k
∑

i=1

(x(vj−1, i)−min{x(vj−1, i), x(vj , i)})

=

ℓ
∑

j=1

k
∑

i=1

max{0, x(vj−1, i) − x(vj , i)}

=
1

2

ℓ
∑

j=1

k
∑

i=1

|x(vj−1, i) − x(vj , i)|

=
1

2
||x(vj−1)− x(vj)||1

≥
1

2
||x(sa)− x(sb)||1 = 1

Therefored is a feasible solution to DISTANCE-LP. Garg, Vazirany, and Yannakakis [9] showed that the in-
tegrality gap of DISTANCE-LP is at most2(1 − 1/k). Therefore the integrality gap of LE-REL is at most
2(1 − 1/k) as well. The above argument also establishes that LE-REL is at least as strong a relaxation as
DISTANCE-LP for NODE-WT-MC. Easy examples show that it is strictly stronger.
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