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Foreword

It is our great pleasure to welcome a new book “Average Time Complexity of
Decision Trees” by Igor Chikalov. This book is devoted to the study of average
time complexity (average depth and weighted average depth) of decision trees
over finite and infinite sets of attributes. It contains exact and approximate
algorithms for decision tree optimization, and bounds on minimum average
time complexity of decision trees. The average time complexity measures can
be used in searching for the minimum description length of induced data
models. Hence, there exist relationships of the presented results with the
minimum description length principle (MDL).

The considered applications include the study of average depth of decision
trees for Boolean functions from closed classes, the comparison of results of
the performance of greedy heuristics for average depth minimization with
optimal decision trees constructed by dynamic programming algorithm, and
optimization of decision trees for the corner point recognition problem from
computer vision.

The book can be interesting for researchers working on time complexity
of algorithms and specialists in machine learning.

The author, Igor Chikalov, received his PhD degree in 2002 from Nizhny
Novgorod State University, Russia. During nine years he was working for
Intel Corp. as a senior software engineer/research scientist in machine learn-
ing applications to the control and diagnostic problems of semiconductor
manufacturing. Since 2009 he is a senior research scientist in King Abdul-
lah University of Science and Technology, Saudi Arabia. His current research
interests include supervised machine learning and extensions of dynamic pro-
gramming to the optimization of decision trees and decision rules.

The author deserves the highest appreciation for his outstanding work.

Mikhail Moshkov
May 2011 Andrzej Skowron



Preface

The monograph is devoted to theoretical and experimental study of decision
trees with a focus on minimizing the average time complexity. The study re-
sulted in upper and lower bounds on the minimum average time complexity
of decision trees for identification problems. Previously known bounds from
information theory are extended to the case of identification problem with
an arbitrary set of attributes. Some examples of identification problems are
presented giving an evidence that the obtained bounds are close to unimprov-
able. In addition to universal bounds, we study effectiveness of representing
several types of discrete functions in a form of decision trees. In particular,
for each closed class of Boolean functions we obtained upper bounds on the
average depth of decision trees implementing functions from this class.

The monograph also studies the problem of algorithm design for optimal
decision tree construction. An algorithm based on dynamic programming
is proposed that describes a set of optimal trees and allows for subsequent
optimization on other criteria. Experimental results show applicability of the
algorithm to real-life applications that are represented by decision tables
containing dozens of attributes and several thousands of objects.

Beside individual identification problems, infinite classes of problems are
considered. It describes necessary conditions on such classes in order to have
polynomial complexity algorithms for optimal decision tree construction.

The presented results can be of interest for researchers in test theory,
rough set theory and machine learning. Some results may be considered for
including in graduate courses on discrete mathematics and computer science.
The monograph can be used as a reference to prior results in the area.

Some results were obtained in collaboration with Dr. Mikhail Moshkov
and published in joint papers [51, 52, 53, 54, 56]. I am heartily thankful to
Dr. Moshkov for help in preparing this book.



X Preface

I would like to acknowledge and extend my gratitude to Victor Eruhimov
for fruitful discussions about applications of decision trees and Dr. Andrzej
Skowron for constructive criticism and suggestions for improvement of the
book.

Thuwal, Saudi Arabia,
April 2011 Igor Chikalov
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