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Abstract. We propose a system which employs conceptual lediye to
improve topic models by removing unrelated wordsrfrthe simplified topic
description. We use WordNet to detect which topieebrds are not
conceptually similar to the others and then testamsumptions against human
judgment. Results obtained on two different corpordifferent test conditions
show that the words detected as unrelated had & gnaeater probability than
the others to be chosen by human evaluators dsefrg part of the topic at all.
We prove that there is a strong correlation betwbensaid probability and an
automatically calculated topical fitness and wecd$s the variation of the
correlation depending on the method and data used.
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1 Introduction

A decade ago, when dealing with textual dataseis,usually had to choose between
a linguistic approach and a statistical one, betwgeing in depth with semantic
issues using thesauri and extra-knowledge and tadilegto process large amounts of
data. Today a main research direction is to buibdi@hs that benefit from both worlds
[1]. In particular, the stake lies mainly in embetdd syntax and semantics into
powerful statistical models [2].

Topic models are Bayesian statistical models tlaaehproven their accuracy in
many applicative contexts [3]. Given a large corptileese models permit the
extraction of topics that structure the texts dratbpics themselves can be simplified
to a list of keywords. However, using only statiatiproperties is clearly not enough
to obtain good topics. Stopwords and outliers ofieliute the topics and make their
meaning obscure. Using external knowledge, suchrasntology, is a privileged
track to improve the topic quality. Until now, thigsearch track has been little
explored [4].

In this paper, we propose the use of WordNet [5hagsost-processing step for
detecting and removing outliers from the topic labeHowever, any concept
hierarchy usually found in domain ontologies canused. The idea is to create a
projection of the topic as a whole onto the givetotogy and decide which part of
the topic — if any — is separated from the othevde can improve the



understandability of the given topic if we are albde remove its parts that are
unrelated from a human perspective.

We performed multiple experiments on two differeatpora: a general dataset on
American history and the second is a specific datasntaining exclusively economic
articles. We asked 37 external and independent hsirt@a judge the quality of our
model’s outputs. The results show clearly thatdlgorithm follows human intuition
and that improving topics in this manner is feasiblhe paper continues with an
outline of the state of the art in section 2, theppsed method is detailed in section 3,
while results and conclusions follow in sectionsndl 5 respectively.

2 State of theart

Literature proposes multiple ways of how to extnaeaning from text. Approaches
coming from the field of Natural Language Procegs(hLP) [6] start from the
analysis of the text (using, for example, a ParSpéech tagger) and only then use
statistical information to ameliorate the resulth€s [7] employ methods inspired
from clustering, by first translating the documeints the space-vector model.

In recent years, generative methods imposed astdlte-of-the-art for their proven
results. Latent Dirichlet Allocation (LDA) [8] is @robabilistic generative model
designed to extract topics from text corpora. dirtst from the bag-of-words model
that considers documents as collections of wordhowt making use of their order.
The presence of each word is considered to be genkby hidden latent variables,
the topics. Each document is represented as @f lisixing proportions of the topics.

Generative methods like LDA are purely statist@aproaches, that only consider
information such as the number of appearances ofisvimto documents. While the
complex mathematical model constructed in orderafiproximate the hidden
generative variables (the topics) does succeedtithcsome of the meaning of the
texts, even dealing with problems like polysemyyréhis room for improvement.

2.1 Topic Evaluation and I mprovement

Topic models have been evaluated in both a quéwndtand a qualitative manner.
Qualitatively, a topic is represented by a shaitt dif words in order to convince the
reader of their usefulness and either the usemeauthor usually attach a label to it.
Quantitatively the perplexity measure [9] has beee of the most widely used
metrics. However it has been shown [10] that hujqatgment does not always
coincide with these common evaluation criteria. sTfinding has prompted other
researchers to look for novel evaluation systeroh sig that proposed in [11].

Model improvement ideas varied from supervision] [(i2the topic generation to
considering semantic information. Wamg al. [13] go beyond the bag-of-words
approach and devise a generative topic model thaased on n-grams, instead of
words. Other works induced a correlation structoeéween the constructed topics
[14]. External resources were also used. WordNgt filr example, has a long
tradition of being used in text classification t&gd5]. In [4], WordNet is used



together with a generative topic model for wordssedisambiguation. Starting from
the idea of the WordNet-Walk algorithm, word sersesused as a hidden variable.

Topic Detection and Tracking (TDT) is a domain thaes topic modeling
algorithms extensively for multiple tasks (e.g. raliag topics through time [16] or
extracting topic trees [17]). Works like [18] inparate semantic information in the
language modeling framework. Other semantic ressyriike places, dates, names,
are used to delimit the time intervals and evolepids. Information Retrieval is
another domain that benefits from using semantiforimation. Mihalcea and
Mihalcea [19] show that retrieval effectiveness t@nimproved by indexing words
with their semantic classes such as parts-of-speeamed-entity-type, WordNet
synonyms, hypernyms, hyponyms, etc.

Latent Dirichlet Allocation with WordNet [20] is @ersion of LDA that uses the
word senses as hidden variables and tries to sthleaight sense when constructing
topics, becoming a tool for word sense disambiguatiVordNet is one of the most
used resources for sense disambiguation and sevayal of using it are discussed by
Navigli [20]. The sense disambiguation techniques detecting words which are
semantically related may be used for post procgdsisic models.

2.4 WordNet

WordNet may be considered a general ontology @xe&cdl database. It is in fact a
huge semantic network linking the majority of uswakds in English through a fixed
set of relations like: synonymy, hypernomy/hyponynfguper/sub concept),
meronymy/holonymy (part/whole), antonymy, etc. Eagbrd may have several
senses and for each sense it has a set of synqaysyaset). Each synset represent a
distinct concept and semantic distances betweens phiwords may be computed
[21]. Consequently, sets of words may be groupestimantic neighborhoods.

There are several differences between WordNet séenaeighborhoods and
semantic spaces of LSA or topics discovered wittALBirst of all, the former are
obtained from the word networks built explicitty blumans, starting from
psycholinguistics data, while LSA and LDA word gping is determined statistically
from text corpora. The advantage of using WordNet precision while the
disadvantage is the lack of dynamics and of thesipdisy to handle very specific
domains. Even if it has more than 200,000 word-sers, WordNet cannot cope
with very specialized terms or neologisms. A secdifference is that in WordNet
words are not only grouped by similarity, they al®o related by various relations, as
mentioned above and thirdly, each word in WordNa$ la gloss. The latter two
features may be exploited for further semantic gssing.

3 Proposed System

The presented system is designed to improve ing@idopics according to their
conceptual cohesion. We use an established [10Q}lified representation of each
topic within a model, a list of its top words. Tmprove topic readability and
meaningfulness we prune the topical top words dnatunrelated to the others from a



conceptual perspective. The remaining ones are riiarg inter-related as a set and
confer more meaning to the user. The kernel of thak is establishing the
conceptual context of a single given topic. We detehich concepts from the used
ontology are relevant to the topic as a whole amtgut the topical words unrelated to
those concepts as the outliers to be eliminated.

3.1 Structure Representation

A definition of topic models states that they agtsf discrete probability functions
over a given text collectiom, {p(w|z)},e,, With w being words from the employed
vocabulary, w € V. Each topix is one of the k topics in the model obtained using
known algorithm give, ® = {z,, ..., z, }. We reduce the representation of each topic
z to the set of its most relevant words, the ondh ttie highest probability given
w(z) = {WLZ, W1 2, ..,Wnlz},n € N.

Prior knowledge about the related concepts is &ired in an ontology (D, R),
whereD is the set of all concepts amRithe set of all possible relations within We
assume there exists a relatiore R according to which all concepts in a subset
D, c D form a treec(D,, r) in which the concepts iD,. are theC nodes 06 (C) and
r is the relation between them. Possible exampletude the hypernymy or
hyponymy relations between concepts such as thos&/ardNet [5]. We further
assume that for a subset of words in the vocabW#arg V there is a non void at least
one concept irf that is a sense of a given wavde V. Givenw, let §(w) c 6(C)
be the set of all senses of the waravithin C.

3.2 Ontological Subtrees

We use theancestral pathdistance to determine the distance between twoegis,
d(ci,cj) with ¢;, ¢; € C. The distance is infinity if one is not an ancesibthe other.
We define abranchas a path between two concegt&ndc; where one is either a
direct or indirect ancestor of the other.. i€t;, c;) be the set of nodes located on the
branch that connects; and¢; . Let ¢, (C) € 6(C) be the root of the tree. Let the
distancebetween a words € ¥V and a concept€ C, dist(w, ¢), be the minimum of
all the distances between the word’s serges §(w) and the target concept.

Definition 1. The subtree of an arbitrary concepwithin C is the subtree of
whose root concept is . C’Memmcfelementlis presented in Fig. 1 in a rectangle.

€. = (5(C)); 8(C) € 8(C),8(C) = {ci € 6(E)|e; > ¢ . &)

Definition 2. A word’'sw subtree of a conceptwithin €, C, . is the subtree of,
that contains all the branches between conceptsnsdt(w) and subtree the roet
Cw,metallic_element#11S 1IN Fig 1. a reunion of th&gold#3,noblenye,#1) and
(nobleperai#1, metallicypment #1) arcs.



cw,c = (6 (W' Cc)' T'); 5(W' Cc) = UCWES(W) 6(cw' C) . (2)

Given a topicz; and its most important wordsy( z;), let a topic’s relevant
conceptsi(z;) < §(C) be the reunion of the senses of the topic’s relevant wards

Definition 3. A topical subtree of a concepiwithin € is the reunion of all thé,,
subtrees of all topical Word€ apstraction#slS Shown in the Fig 1. with a bold line):

CZi,C = (S(Zi' Cc)' T'); 6(Zi' CC) = U U 6(CW, C) , VZi €. (3)

wew(z;) cwES(W)
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Fig 1. The WordNet subtree ahetallic_element#lies within therectangle’sborders, the
topical subtree ohbstraction#1lis shown with @olded line concepts which are senses of topic
words areboldedand relevant concepts to the topic haveavily bolded contour

3.3 Concept Relevance and Topical Outliers

In order to detect the topical words that are watesl to conceptual context created by
the others we must first identify the related cqiseWe aim to detect the topical
subtrees that include as many of the topic's waisipossible (at least one sense for
each) while at the same time having a root conasppecific as possible. Specificity
in this case is determined by the node’s heights-distance to the ontology root
¢o(€) and its depth — how far it is from the subtreeséssa The greater its height, the
more specific the concept is, while the greatedésth, the more general it becomes.



Definition 4. A concept's relevancep: C, x ® - R, to a given topic is a
weighted average of its coveragev: §(z;, C) X ® —» N,, heighth: §(¢) » N, and
depthp: 6(z;, ©), ® —» N, with the weightso.,,,, ®, andw, respectively.

B card{N §(z;), 5(z;, C.)}
c— ¢(c) = wepy card{8(z)}
~avg[(d(w,o)lc € §(z)]-

(4)

+ wp - d(c, () — w,

The higher the relevance of the concept with tlghést fithess valyehe higher
the topic’s cohesion viewed as a whole. But asidmfthe evaluation function of the
concept relevance assessment, one can also imgreviaitial model based on the
said assessment, through the detection and elimmatf conceptually outlying
words, or topical outliers.

Definition 5. Topical outliersw; € w,(z;) € w(z;) are words not covered by the
reunion of the topical subtrees of the conceptsh wifte highestl € N topical
relevance values given, ¢z, with [ an experimentally established parameter:

wo@) = 0 - | J8(cs,) (5)

K3
CZi

In Fig. 1 we present a simplified version of thital subtree for the topic
z = (silver, gold, bond, dollar, coinage) = (w;); 1 <i < 5;i € N, extracted using
LDA from the Suall dataset [13]. Due to space cdesitions, not all word senses are
shown. The WordNet concepts are shown ivnad#sense format. The ones with a
highest calculated relevance that haveistinct topical coverage given were, in a
decreasing order of relevanced(precious_metal#1) = {silver,gold}, and
S(coinage#1) = {dollar, coinage}, while bond was the obtained outlier. The two
concepts are outlined with a heavily bolded contour Fig.1. Because
noble_metal#1 is higher in the WordNet hierarchy thamecious_metal#1 (the
difference between the two being the chemical marftial standpoint), although they
both have a coverage of 2 and a depth of 1, ther latas chosen to represemtand
w,. The third sense ofv,,dollar#3 is a hyponym of the first sense @finage,
while w,’s ancestor with the best topical relevancecasmmunication#2, a very
general concept which makes, bond, an outlier.

4 Experiments

We obtained 10 different topic sets by running tH2A algorithm built into the
Mallet suite [22] with five different k valueg € {30,50,100,200,300} on two
corpora. We chose two corpora to find whether teswbuld differ greatly from a
general purpose corpus such as the Suall [13] targeted one, in our case an
economic corpus. The second corpus contains 23886cly available Associated
Press articles published in the Yahoo! Financei@edietween July and October
2010.



We benchmarked the results of our outlier detectagorithm with human
evaluations similar to those employed by [10]. Be&brs were asked to extract the
unrelated words from a group containing the tog fivords from one topic and an
additional spurious word. One or more unrelateddsoxere chosen for each group.
We test whether topic words that were marked abeositby our algorithm have a
better than average chance of being wrongly madsedhe spurious word that is
inserted within the topic.

The choice of the spurious word is not obvious @geatly influences the outcome
of the experiment. While Chareg al. [10] use aandomword from those irrelevant
to the current one, we discuss two opposing scemaWithin each model, all the
inter-topic Kullback — Leibler (KL) divergences atemputed and for each topic we
determine which topics are closest and farthestth#e randomly select a word from
the top five from both the closest and the farthegics which will be used further as
spurious words. For instance, given the ab@v&er, gold, bond, dollar, coinage),
the word chosen from the closest KL neighbor spesciewhile the choice from the
farthest topic wagechnology When the latter is mixed with the five originalptc
words, it is to spot as the real spurious word,clwhinakes it harder to also detect
bondas unrelated.

4.1 Experiment Framework

The experiments below were devised to answer twastipns — are topical outliers
more likely to be marked as spurious words by humaiuators? If so, what does the
probability of this happening depend on? A totaB@fevaluators were each given 40
groups of six words in a random order containing fiopic words and one spurious
word. The questions were balanced to have an eguaber of topics evaluated for
the two corpora — Suall and the economic AP — &mheopic numbek and for each
of the two spurious word types. From each expertimemnly the top and bottom ten
topics were considered, ordered by the fithesbeif representative concept. Outliers
were algorithmically outputted if they were not eoed by the most important two
concepts related to the topic. Not all topics hatiedtable outliers and they were
removed from the experiment, thus the total nundfetopics in each run varies.
Detection results are shown separately for the dredtworst topics in each case.

4.2 Discussion

We compared the probability of an algorithmicalblaulated outlier being marked as
a spurious word by the evaluators with the prolitghilf a regular non-outlier word
being marked. In Table igtal represents the total number of considered tomcs f
that particular situation, from which ihit cases the spurious word was detected,
while in aut cases in the spurious word was not hit, but alieouwvas. The odds for
the outlier to be hit marked are given pgout) while the probability for a regular
word to be marked as spurioupi®ther).



Table 1. Outlier detection and correlation for the worstitspobtained from the Suall corpus

Topic  Cor- Spurious K  Total Hit Out p(out) p(o- Gain Fit
pus word ther)

Top 10 Suall Close 30 14 3 8 0.73 0.07 106¥% 2/22
50 26 3 3 0.13 0.22 60% 2.08
100 33 7 7 0.27 0.18 1479 2.29
200 25 11 3 0.21 0.20 109% 0
300 21 5 9 0.56 0.11 514% 0
Pearson
Distant 30 9 5 3 0.75 0.06 1200
50 30 14 2 0.13 0.22 57%
100 34 19 4 0.27 0.18 145%
200 15 10 1 0.20 0.20 100%
300 12 7 2 0.40 0.15 267%
Pearson
Top 10 AP Close 30 8 3 0 0 0.25 0%
50 16 4 4 0.33 0.17 200%)
100 11 3 3 0.38 0.16 240%
200 16 8 3 0.38 0.16 240%
300 25 12 6 0.46 0.13 343%
Pear son
Distant 30 9 2 1 0.14 0.21 67%
50 17 6 3 0.27 0.18 150%
100 12 8 2 0.50 0.13 400%
200 17 8 3 0.33 0.17 200%
300 8 5 1 0.33 0.17 200%)
Pearson
Bottom Suall Close 30 25 6 11 0.58 0.11 550
10 50 41 10 90.29 0.18 164% | 1.32
100 25 3 2 0.09 0.23 40% 1.97
200 31 2 6 0.21 0.20 1049 1.05
300 11 1 0 - 0.25 0% 1.16
Pear son 0.87
Distant 30 27 10 8 0.47 0.13 3569 1.50
50 42 16 9 0.35 0.16 212%9 1.32
100 19 8 2 0.18 0.20 89% 1.23
200 35 17 4 0.22 0.19 1149% 1.05
300 11 6 2 0.40 0.15 26794 1.16
Pear son 0.72
Bottom AP Close 30 18 7 5 0.45 0.14 333% 116
10 50 10 5 1 0.20 0.20 100% 1.05
100 23 5 0 - 0.25 0% 1.15
200 8 4 0 - 0.25 0% 0.9Y
Pear son 0.21
Distant 30 13 5 3 0.38 0.16 2409 1.17
50 11 7 1 0.25 0.19 133% 1.05
100 31 13 2 0.11 0.22 50% 1.10
200 3 2 0 - 0.25 0% 0.8Y
300 6 3 3 1.00 - 1000% | 1.09

Pear son 0.33




We prove that outliers do have a significantly &rgrobability of being marked as
spurious words than other words, on average 238%e rfar the bottom ranking
topics and 285% for the best ones. While this destrates that algorithmically
detected outliers are likely to be viewed as such buman mind as well, we are still
interested in finding the correlation between themhn outlier detection rate (as
expressed by the probability gain) and topicalvahee, given by the value for its
most important concept.

We compute the Pearson correlation between theatwb show it in dedicated
rows in Table 1. A value close to 1 or -1 impligsosg positive or negative
correlation while values close to 0 show a lackiridar correlation. We observe the
correlation between the probability gain and thadal fitnesses varies from medium
to very strong positive values and that it depesdthe corpus. The economic corpus
is predictable only for the good topics while Suslkasy to improve for its lower end,
probably because its worst topics are much betiighér fitness) than the economic
bad topics. Also, correlation depends on the waydpurious word is chosen. It is
always more extrem®r the poisoning with words from similar topics.vary similar
spurious word coupled with a good topic immediatedyeals the outlier; coupled
with a bad one only adds to the general confusion.

4 Conclusions and Future Work

We have proposed and successfully tested a hypstheswhich conceptual
knowledge used in a post processing phase imptopés model output by removing
unrelated words from the simplified topic descopti The improvement is in line
with human judgment, a fact proven by the correfatbetween automatically
obtained results and human outlier detection rAteo, topics obtained from the
economic corpus are more understandable thanghens drawn from the Suall set —
a rather counter intuitive finding, given the exjagion that WordNet would better
portray the concepts behind the topics drawn framoee general dataset.

It is noteworthy that although the method was tksteing WordNet and LDA, it
can be easily extended to other ontologies andc tapdeling algorithms. Future
work includes a test framework that can comparetipial topic models and use
WordNet for languages other than English. We alsm po quantify the role of the
context created by other topics when analyzinghglsione and in the nearest future
to label topics from a conceptual standpoint rathan a statistical one.
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