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Preface

This volume contains the proceedings of the 2012 International Conference on
Architecture of Computing Systems (ARCS 2012), hosted by the Technical Uni-
versity of Munich at the Institute of Advanced Studies, February 28 – March 2,
2012.

The 25th anniversary of ARCS naturally stimulates reflection on how com-
puter systems architecture has evolved over the past decades. Traditionally, desk-
top computers and embedded computing devices in industry and academia were
adopters of high-performance computer architecture and technology with a lag
time of several years. “What is in a mainframe today, will be in a PC tomorrow,”
was the colloquial saying, which, in a transformed sense, is still true. Today, a
consumer electronics video game station has in fact an impressive peak compute
performance in the range of 2 Teraflops, which is quite comparable to a national
research lab supercomputer of a decade ago. However, this was accomplished not
only by technology adoption from the high end, but even more by developing a
leading edge embedded processor architecture specifically tailored for streaming
media applications. Today, GPU graphics processors deploy the highest number
of processing elements per chip, and in addition they also provide the highest
compute performance per Euro, and even more importantly, the highest compute
performance per Watt. With the transition to multi- and manycore platforms,
desktop and embedded processor architectures have changed their role from fol-
lowers of high-end concepts to innovation drivers, influencing in return high-end
scientific computing. For example, the new 3 Petaflops SuperMUC computer of
the Leibniz-Rechenzentrum in Garching is based on 14.000 8-core processors.

The focal topics of ARCS 2012 are centered on platforms for embedded com-
puter systems. Embedded application domains, such as automotive, consumer
infotainment, industry automation, and medical electronics have domain specific
and stringent requirements with respect to energy efficiency, safety, security, de-
pendability, and real-time constraints. These requirements can only partially be
addressed by general purpose processor architectures.

ARCS 2012 received a total of 65 submissions, out of which 20 high-quality
papers were selected by an international Technical Program Committee of more
than 60 experts. Each submission was reviewed by at least three members of
the TPC. The final selection was made during a full-day TPC meeting in Frank-
furt. Technical sessions of ARCS cover new hardware and software techniques
for energy-efficient, failure-tolerant and real-time-capable processing. Multi-/
manycore architectures and programming models are discussed as well as inno-
vative 2D-/3D-Network-on-Chip (NoC) interconnects and memory hierarchies.
Optimization methods and tools for design validation at different levels of ab-
straction complete the conference program. Six associated workshops present
current work in progress in specific focal domains of computing systems and two
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tutorials grant insight into the state of the art in organic computing and partial
reconfiguration of FPGA in real-world applications. Keynotes by David Au-
gust, Princeton University, on “Restoring Computing’s former Glory”; by Koen
De Bosschere, Ghent University, on “Computing Systems Research Challenges
Ahead: The HiPEAC Vision 2011/2012”; and by Sebastian Steibl, Intel Labs
Braunschweig, top off the program.

We would like to express our sincere thanks to all supporters of the ARCS
2012 organization committee for their help and contributions to making ARCS
2012 a success. In particular, we owe gratitude to all sponsors, the GI manage-
ment team, the TPC members, the ARCS Fachausschuss, as well as the workshop
and tutorial organizers. Special thanks go to all authors who submitted papers
to ARCS 2012, whose new ideas, scientific rigor, and tremendous effort is what
gives ARCS its inspiring program. Last but not least, we would like to thank
Gregor Walla from the Technical University of Munich for administering the
ARCS 2012 Website.

December 2011 Andreas Herkersdorf
Uwe Brinkschulte and Kay Römer

Gero Mühl and Jan Richling
Walter Stechele and Thomas Wild
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William Fornaciari Politecnico di Milano, Italy
Björn Franke University of Edinburgh, UK
Daniel Gracia-Pérez CEA, France
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Invited Talks

David August, Princeton University
“Restoring Computing’s former Glory”

Multicore, as currently conceived, is the manifestation of computer architects’
failure to continue the decades old, universal performance trend despite the unin-
terrupted exponential growth of resources that is Moore’s Law. The culmination
of current directions in commercial and academic research will only reduce the
negative impact the multicore programming burden will have on companies, in-
dividuals, and society.

Rather than punting the problem to programmers, computer architects could
continue that once familiar language-independent performance growth trend, but
failure is certain when we act on the belief that success is impossible. The purpose
of this talk is to establish belief, by compelling demonstration, in a solution which
sustains generations of scalable performance for existing parallel codes as much
as for the most notoriously sequential legacy codes, preserves our most precious
natural resource (programmer sanity), and reclaims computing’s performance
legacy.

Koen De Bosschere, HiPEAC Coordinator, Ghent University
“Computing Systems ResearchChallenges Ahead: The HiPEAC Vision 2011/2012”

Computing systems have had a tremendous impact on everyday life over the past
decades in all domains. Historically, computing performance has been fuelled by
“Moore’s law”, which drove the semiconductor industry for decades. However, a
major paradigm shift is now taking place. “Moore’s law”, while keeping pace in
terms of transistor density, will only enable a minor increase of the frequency
and decrease of the power dissipation per transistor. As a result, even if it will
still be feasible to pack more devices on a chip, it will not be possible to use
them all simultaneously. New technology nodes are compounding this problem
by increasing leakage power and device variability, and decreasing reliability.

The need to provide improved energy efficiency and build reliable systems
from unreliable and highly variable components leads to new research directions
at all levels. HiPEAC has identified seven specific research objectives:

Efficiency (with a focus on energy efficiency)

1) Heterogeneous computing systems: How can we design computer
systems to maximize power efficiency and performance?

2) Locality and communications management: How do we intelligently
minimize or control the movement of data to maximize power efficiency and
performance?
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System Complexity

3) Cost-effective software for heterogeneous multi-cores: How do we
build tools and systems to enable developers to efficiently write software for
future heterogeneous and parallel systems?

4) Cross-component/cross-layer optimization for design integration:
How do we take advantage of the trend towards component-based design
without losing the benefits of cross component optimization?

5) Next-generation processor cores: How do we design processor cores for
energy-efficiency, reliability, and predictability?

Dependability and applications (with a focus on their non-functional
requirements)

6) Architectures for the Data Deluge: How can we tackle the growing gap
between the growth of data and processing power?

7) Reliable systems for Ubiquitous Computing: How do we guarantee
safety, predictability, availability, and privacy for ubiquitous systems?

Furthermore, it will be necessary to investigate research directions breaking
with the line of classical Von Neumann systems. Fuelled by new technologies
such as dense non-volatile memories, optical interconnects, and 3D stacking,
new computing paradigms will be necessary to perform both old and new tasks
at high efficiency levels while decreasing the impact of the constraints of the new
technology nodes
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