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Abstract   Nowadays there are lots of predictive services for several domains such 
as stock market and bookmakers. The value delivered by these services relies on 
the quality of their predictions. This paper presents QuPreSS, a general framework 
which measures predictive service quality and guides the selection of the most ac-
curate predictive service. To do so, services are monitored and their predictions 
are compared over time by means of forecast verification with observations. A 
systematic literature review was performed to design a service-oriented frame-
work architecture that fits into the current body of knowledge. The service-
oriented nature of the framework makes it extensible and interoperable, being able 
to integrate existing services regardless their heterogeneity of platforms and lan-
guages. Finally, we also present an instantiation of the generic framework archi-
tecture for the weather forecast domain, freely available at 
http://gessi.lsi.upc.edu/qupress/. 

1 Introduction 

A service system is a dynamic configuration of people, technologies, organisations 
and shared information that create and deliver value to customers and other stake-
holders [6]. Examples of customers receiving a service are: a person taking a bus 
to go somewhere or going to a restaurant to have a meal, or an information tech-
nology (IT) company subcontracting the information backup process to another 
company in order to save costs and time. 

Service-oriented architecture (SOA) has become in the last years the most usual 
strategy to implement service systems. Basically, this emerging development par-
adigm allows service providers to offer loosely coupled services. These services 
are normally owned only by the providers. As a result, the service customer (or 
client or user) does not need to worry about the development, maintenance, infra-



structure, or any other issue related to the service operation. Instead, the customer 
just has to find and choose the most appropriate service. 

Due to the success of service technology, there is a big offer of services cover-
ing many domains. Therefore it is needed to assess which service is the most ap-
propriate for the customer’s needs. Each customer has different needs, which re-
quire to be satisfied by the provider: quality, reputation, cost, security, 
personalisation, locality and so on. 

Among all kind of services, we concentrate on predictive (or forecasting) ser-
vices. We define predictive services as those services whose main functionality is 
to show in advance a condition or occurrence about the future. Predictive services 
emerge in a lot of domains to predict: stock market prices, results in bookmakers, 
election polls, sales forecasting and so on. We are quite used to see this functional-
ity offered by websites that provide forecasts over specific data [15], but they are 
not so often exposed as web services (WS). 

An example that is really familiar to all of us is weather forecast. Weather con-
ditions affect our decisions in daily routines such as deciding what to wear first 
thing in the morning or planning a trip. To make these decisions, different services 
like the weather forecast section on TV news or specialised web sites (such as 
forecastadvisor.com and forecastwatch.com) are consulted. However, sometimes 
their predictions do not agree and therefore a fundamental question arises: 

Given a portfolio of candidate predictive services, which one is expected to 
be the most accurate to satisfy some given user needs? 

In order to answer the question above, two related activities become necessary. 
On the one hand, service monitoring by using a monitoring infrastructure that ob-
serves the behaviour of such predictive services [3]. On the other hand, forecast 
verification, defined as the process of assessing the quality of a forecast by com-
paring it with its corresponding observation [14]. Both activities need to exist to-
gether: forecast verification cannot be implemented without monitoring real data, 
and it makes no sense to establish a monitoring infrastructure if quality analysis is 
not done. Therefore, a general framework that performs both activities is needed 
in order to properly answer the question above. 

This paper presents an approach to evaluate the quality of predictive services. It 
has four objectives, which are respectively covered in the following four sections, 
that are: (1) to understand the state-of-the-art in predictive services quality as-
sessment; (2) to identify gaps in current research about this problem; (3) to pro-
pose a generic framework software architecture to support predictive service mon-
itoring, verification and selection; and (4) to develop an instantiation of the 
generic framework software architecture as a proof-of-concept in the weather 
forecast domain. 



2 State of the Art in Predictive Services 

To make a thorough and unbiased state-of-the-art about forecast verification for 
predictive services, we have performed a Systematic Literature Review (SLR) fol-
lowing the guidelines of [9]. In Section 2.1, an excerpt of the systematic review 
protocol is presented. A summary of the results is reported in Section 2.2. To see 
all the details and the rest of the SLR, the reader is referred to [11]. 

2.1 Systematic Literature Review Protocol 

The protocol consists of three main stages: identifying the research questions that 
the review is intended to answer, formulating the strategy to search for primary 
studies, and determining the study selection criteria and procedures.  

Research questions (RQ).  The aim of this review consists of identifying the ex-
isting research on predictive services in order to measure how accurate their pre-
dictions are. It addresses the following questions: 

RQ1. Are there existing SOA frameworks which measure predictive service 
quality? 

RQ2. In which domains such frameworks are being applied? 
RQ3. Which are the main criteria used to evaluate predictive services? 

Search strategy.  Our primary interest is finding service-oriented frameworks for 
forecasting. We started then with a search string with two parts: different synony-
mous for “forecast” looking for the functionality, and three different keywords for 
service orientation (the general term “service-oriented”, the architecture “SOA” 
and the technology “web service”) covering the target platform: 

1. (forecast OR forecasting OR foresight OR foretell OR foretelling OR fore-
thought OR predict OR prediction OR predictive OR predictability OR predict-
ing OR prognosis OR prognosticate OR prognostication OR prevision OR an-
ticipation OR outlook) AND ("service-oriented" OR SOA OR "web service") 

However, the systematic search with this string was not promising. We understood 
that the search could be too specific so we decided to complement this search 
string with another one more general, looking for state-of-the-art papers on service 
orientation that can include thus forecasting as part of the results: 

2. (SOA OR "service-oriented") AND ("systematic review" OR survey OR "state-
of-the-art") 



Study selection.  We rigorously identified 213 studies from the literature with the 
search strategy, of which 18 passed the selection criteria (which is based on three 
stages processing title, abstract and full text, respectively) and quality assessment. 
The included studies, which are presented in Table 1, covered three topics: SOA, 
monitoring and prediction in SOA systems. The column document type indicates 
if the paper is a journal article (JA), a conference paper (CP), a technical report 
(TR), or a master thesis (MT). 

Table 1 Primary studies considered in the systematic literature review 

Authors Year Type Doc. Type Ref. 
L.B.R. de Oliveira et al. 2010 SOA JA [16] 
M.H. Valipour et al. 2009 SOA CP [21] 
M.P. Papazoglou et al. 2007 SOA JA [19] 
U. Zdun et al. 2006 SOA JA [23] 
G. Canfora et al. 2009 Monitoring CP [2] 
M. Oriol 2009 Monitoring MT [17] 
A.T. Endo et al. 2010 Monitoring TR [5] 
A. Bertolino 2007 Monitoring CP [1] 
N. Delgado et al. 2004 Monitoring JA [3] 
R. Guha 2008 Prediction JA [7] 
S. Punitha et al. 2008 Prediction CP [20] 
M. Marzolla et al. 2007 Prediction CP [12] 
H.N. Meng et al. 2007 Prediction CP [13] 
D.M. Han et al. 2006 Prediction CP [8] 
C.B.C. Latha et al. 2010 Prediction JA [10] 
N. Xiao et al. 2008 Prediction JA [22] 
A.H. Murphy 1993 Prediction JA [14] 
B. Domenico 2007 Prediction TR [4] 

2.2 Review Results 

The data extraction and synthesis of knowledge arisen from the SLR are discussed 
below in relation to the three research questions. 

RQ1: SOA Frameworks which measure predictive service quality.  The litera-
ture review found only one service-oriented framework which measures predictive 
service quality [4]. In this work, geosciences web services are used to integrate 
sources of data. Once the data is collected, they perform forecast verification with 
observations. 



Nevertheless, the SLR located other service-oriented frameworks that monitor 
and/or predict but do not consider forecast quality. 

There are numerous monitoring frameworks to get quality of services (QoS) 
and to alert when a service level agreement (SLA) between a provider and a cus-
tomer is predicted to be violated (for details, the reader is referred to the related 
work section of [18]). Some of these monitoring frameworks have their own pre-
diction models to predict the performance of services in order to balance the work-
load in a composite SOA. Other studies predict the performance of services either 
to help users during the selection process of a provider [12] or to improve the reli-
ability of services using these performance predictions (e.g., to detect bottlenecks 
at design time [20], to promote efficiency [22] or to avoid a service crash because 
of exceeding memory usage [13]). 

On the other hand, predictions models which require huge amounts of data 
from different sources and vast computing power are starting to use SOA due to 
its benefits. We found examples in the weather forecast domain [10], macroeco-
nomic domain [8] and drug design domain [7]. 

RQ2: Predictive domains.   The only domain in which we have found existing 
SOA frameworks that measure predictive services quality is weather forecast [4]. 

Moreover, we found other composite SOA frameworks and simple WS which 
do not measure how accurate predictive (web) services are, but perform predic-
tions. Their domains were: weather forecast [10], macroeconomic analysis [8], 
drug design [7] and QoS prediction with the final goal of improving composition 
of services and service’s reliability [22]. It is worth to note other relevant predic-
tive domains that we found in the excluded studies but whose systems are not ser-
vice-oriented [11]: business and economic forecasting, automotive forecasting, 
prediction of flight delays, prediction of protein’s issues in medicine, sales fore-
casting for the calculation of safety stock and results in betting shops. 

RQ3: Criteria to evaluate predictive services.  There are three criteria that de-
termine if a forecast is good (or bad), namely consistency, quality and value [14]. 
Consistency is the correspondence between judgments and forecasts. There exists 
a difference between judgments (forecaster’s internal assessment which is only 
recorded in his/her mind) and forecasts (forecaster’s external spoken/written 
statements regarding future conditions). Quality is the correspondence between 
forecasts and observations (i.e., the accuracy of the forecasts). A forecast has high 
quality if it predicts the observed conditions well according to some aspect like 
accuracy and skill. Value refers to the incremental benefits of forecasts to users. A 
forecast has value if it helps the user to make a better decision. 

In this paper, we focus on quality because of three reasons. First, it is useful in 
the forecast verification process. Second, consistency could not be entirely pro-
jected onto a software prototype, since it contains an element of uncertainty and 
subjectivity by definition. Third, value requires knowledge about the impact of 
predictions which is out of the IT scope of this paper. 



SLR Conclusion.  As a main result, we can conclude that forecast verification for 
predictive services has not received sufficient attention and it justifies the focus of 
further research. More effort is necessary to integrate methods for forecast verifi-
cation in SOA monitoring frameworks. This has motivated our work. 

3 Predictive Services Quality 

As we mentioned in Section 1, given a portfolio of candidate predictive services, 
we aim to find the most accurate to satisfy some given user needs. To this end, we 
need the following four inputs, which are summarised in Fig. 1:  

• Predictive services. The set of sources that give predictions. 
• Ground truth service. It refers to the information that is collected on location 

(i.e., the real observations gathered by sensors once they happen). This source 
is trusted and reliable, hence only one is needed. 

• Predictive context. It consists of relevant context conditions for predictions 
(like current date, location, etc). 

• Customer query. The desired predictions in a specific domain.  

Among all available predictive services, the one with the highest likelihood to 
make right predictions should be used. By performing forecast verification with 
the above inputs, the predictive service with the highest quality is selected. 

QuPreSS

customer

 
Fig. 1 Inputs and outputs of the QuPreSS (QUality for PREdictive Service Selection) framework 

More formally, the problem targeted by the QuPreSS framework can be an-
nounced as follows. 

The prediction problem.  Let PS  = {PS1, PS2, …, PSn} be a set of predictive ser-
vices in a given domain, GT the ground truth for this domain, C the context of the 
prediction, and Q the customer query as follows: 

• PSi : Time x D0 à D1 
• GT : Time x D0 à D1 
• C ⊆  <Y1, Y2, … Ym> 
• Q ⊆  <Time x D0> 



where Time is the moment for which a prediction or observation is wanted, D0 the 
parameters to every available query dimension that define the conditions or occur-
rences to be predicted or observed, D1 the prediction or observation, and Yi the 
value of every relevant context condition. 

Then the prediction problem can be defined as: to find a prediction function 
pred(PS, GT, C, Q) à PS such that: 

∀i: 1 ≤ i ≤ n: quality(pred(PS, GT, C, Q), GT, C, Q) ≥ quality(PSi, GT, C, Q) 

where quality is the function that measures the forecast quality of a predictive ser-
vice PSi for the query Q, given the context C and the data gathered from the 
ground truth GT. 

Examples of quality measures appear in Section 5. There are two ways to cal-
culate quality: measured-oriented calculation focuses on one or two overall as-
pects of forecast quality (e.g., accuracy and skill) whereas distribution-oriented 
calculation constitutes forecast quality in its fullest sense. For example, the distri-
bution-oriented approach allows comparing two or more sets of forecasts [14]. 

Forecast quality is inherently multifaceted in nature. Various aspects of forecast 
quality are: bias, association, accuracy, skill, reliability, resolution, sharpness, dis-
crimination and uncertainty. To see their definitions and relevant distributions, the 
reader is referred to [14]. 

4 Framework Architecture 

In this section we present a software architecture that implements the prediction 
problem as announced in the previous sections. The most important functional re-
quirement of our architecture is to select the most appropriate predictive service to 
satisfy a customer’s request according to some evolvable forecasting model. Sub-
ordinated to this main requirement, we have identified others: show the prediction 
of the highest ranked service, monitor registered predictive services, save their 
predictions, and get and save the real behaviour according to some trusted ground 
truth service. Besides, it should offer data to external systems and services. 
Among the non-functional requirements, the platform shall be: extensible to add 
new predictive services, adhered to standards to facilitate interoperability, able to 
process continuous data flows, compatible with existing components when possi-
ble, aligned with legal statements of external sources, and robust. 

In order to fulfil the previous requirements, and following Section 3 above, the 
architecture presented in Fig. 2 was designed. Its components are: 

• External sources: the Ground Truth service and a portfolio of predictive ser-
vices. They are external and heterogeneous. They can be implemented by WS 
or other technologies. To integrate all these heterogeneous sources, we chose 
an SOA. If an external source is not exposed as a WS, it is wrapped into a WS 



proxy. Predictive services have to provide forecasts following a pre-defined 
document format to be easily integrated, or otherwise they are also wrapped in-
to WS proxies to homogenise these formats. 

• A Monitor service to save in a systematic manner the QoS of each predictive 
service and the response for every periodical request to the WS. These requests 
contain the predictions. 

• The Forecasting Data Collector service, to collect both the ground truth and the 
predictions gathered by the Monitor service. 

• Two database management systems (DBMS): one in charge of saving observa-
tions (Ground Truth Database) and another one to save predictions (Forecast 
Data Database). In those prediction domains where predictions change very 
frequently, it would be better to use data stream management systems (DSMS) 
instead of DBMS to process continuous data flows. 

• The QuPreSS web application and the QuPreSS service which show/offer the 
results of the QuPreSS framework. The QuPreSS web application is designed 
for human customers whereas external services can use the QuPreSS service. 
They verify predictions quality by means of the Forecast Verifier component. 
Both of them serve to support decisions about choosing between different po-
tential predictive services and to directly redirect to the most accurate one (with 
the help of the Invocator component). 

 
Fig. 2 QuPreSS framework architecture 



Fig. 2 shows two human actors: the Service Customer and the Service Administra-
tor. The Service Administrator manages the forecasting data collector service. Af-
ter configuring this service, the system is set up to read, parse and save prediction 
data from registered predictive services, as observations from the ground truth 
service. On the other hand, either a service customer or external services get ob-
servations, predictions and services quality assessment from the QuPreSS frame-
work. 

5 An Exemplar Implementation for the Weather Forecast Case 

In this section, the development of a prototype is discussed as a proof-of-concept. 
It fulfils the architecture requirements defined in the previous section, since it is an 
instantiation of the QuPreSS framework with all its elements for the weather fore-
cast domain. These elements have been implemented using WS technologies, 
MySQL databases and Java Web technologies. Besides, it uses the existing 
SALMon monitor [18], invoking the services that its SOA offers. 

During the selection process of predictive services [11], we found that most of 
the WS which provide weather forecasts for cities all over the world are not free. 
However, there are other kinds of sources that without being WS (e.g., XML 
files), provide free weather forecasts. Thus, we deployed WS proxies which use 
them as a backend. In order to facilitate the integration of new services, the format 
of the response exposed by these proxies is the same for all of them. As a result, 
with this approach we resolved both the lack of free WS and the integration of 
heterogeneous sources. 

The ground truth is obtained from AEMET (the Spanish Meteorological Agen-
cy) weather stations1. On the other hand, the SALMon monitor service saves in 
systematic manner predictions for four Catalan cities. These predictions come 
from the following predictive services: AEMET forecasts2, open data Meteocat3 
(the Catalan Meteorological Agency), and Yahoo! Weather RSS feed4. 

In this proof-of-concept, the accuracy parameter taken into account was how 
precise the forecasts of high and low temperatures are. To verify the correctness of 
predictive services, we used the mean-squared error (MSE) and the approximation 
error (AE). Both of them quantify the difference between values implied by an es-
timator and the true values. 

The formula to calculate the MSE of a predictive service PS is: 

                                                             
1 ftp://ftpdatos.aemet.es/datos_observacion/resumenes_diarios/ 
2 http://www.aemet.es/es/eltiempo/prediccion/municipios 
3 http://dadesobertes.gencat.cat/ca/dades-obertes/prediccions.html 
4 http://developer.yahoo.com/weather/ 
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where μTGT is the average of temperatures (high or low) of the corresponding ob-
servations (ground truth), TPSi is a predicted temperature (high or low) from the 
PS, i is an index (which refers to a date), and n is the total amount of observations 
from the GT and predictions of the PS. 

The AE measures the discrepancy between an observation and its prediction: 
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where T indicates a high or low temperature that is either a prediction from the PS 
or its corresponding observation from the ground truth (GT), i is an index (which 
refers to a date), and n is the total amount of observations/predictions compared. 

We had a limitation regarding the availability of several different observations 
that would correspond to a given prediction, since predictions refer to an area 
(e.g., Barcelona), but observations are taken in very specific locations (e.g., Sa-
grada Familia). In this case, we used the most centric (in a geographic sense) ob-
servation. Another limitation is to find correspondent observations to specific pre-
dictions (e.g., if an observation says that it rained just a drop, can we consider 
right a prediction that said that is was going to rain?). 

Results.  High and low temperatures of four cities (Barcelona, Girona, Lleida and 
Tarragona) have been monitored since July 2011. Every day both real observa-
tions from AEMET weather stations and forecasts from three predictive services 
(AEMET, Meteocat and Yahoo!) are saved in our DBMS. 

The Forecast Verifier component calculates prediction errors (MSE and AE) of 
the three predictive services in a period of time (by default the last two weeks) for 
a given city. Then, it returns either a ranking of predictive services ordered by 
quality (so that customers may select themselves, usually the first in the ranking), 
or the actual forecast of the predictive service with most quality. In the second 
case, the Invocator component is responsible to directly offer forecasts from the 
most accurate predictive service, hiding any analysis and redundant forecasts. 

The presentation layer has been implemented by a web client application for 
customers and a WS for external services. This tool is freely available on-line at: 
http://gessi.lsi.upc.edu/qupress/. 



6 Conclusions and Future Work 

Forecast quality is of obvious importance to users since forecasts guide their deci-
sions, and also to providers because it affects their reputation. Nevertheless, as we 
have shown in the SLR results, we can conclude that forecast verification for pre-
dictive services has not received sufficient attention and it justifies the focus of 
further research. More effort is necessary to integrate methods for forecast verifi-
cation in SOA monitoring frameworks. 

The main contribution of this paper is the presentation and development of 
QuPreSS, a generic SOA framework which performs forecast verification with 
observations in predictive domains. This architecture is scalable and easy to inte-
grate with other systems and services. The goal of the architecture is to determine 
which predictive service provides better predictions by assessing the forecast qual-
ity of all of them. This assessment assists customers in making better decisions 
and gives them an edge over the competition. Besides, providers of these services 
can use this evaluation to improve their predictions. 

We have identified general issues that need to be solved. Different predictive 
services from the same domain may provide predictions with different characteris-
tics, which make them not easily comparable. For instance, when a service pro-
vides hail probability, other provides wind speed. Another example, when one 
service provides forecasts two days in advance, and another does so one week in 
advance. Likewise, it is needed to know the quality aspect or error that behaves 
better in a specific case. 

At present, more important future work relates to: (1) increasing the amount of 
monitored services and collect more data about predictions, (2) applying this ar-
chitecture to other domains apart from the weather forecast domain, (3) identify-
ing the current knowledge about parameters that determine predictive service 
quality, and (4) studying the forecast value criteria of predictions. 
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