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Abstract. In this paper we give an outline of recent algebraic results
concerning theories and models of the untyped lambda calculus.

1 Introduction

The lambda calculus was originally introduced by Church [12, 13] as a founda-
tion for logic, where functions, instead of sets, were primitive, and it turned out
to be consistent and successful as a tool for formalising all computable func-
tions. The rise of computers and the development of programming languages
gave a new development to its theoretical studies. The lambda calculus is the
kernel of the functional programming paradigm, because its ordinary parameter-
binding mechanism corresponds closely to parameter binding in many functional
programming languages and to variable binding of quantifiers in logic.

Lambda calculus has been originally investigated by using mainly syntactical
methods (see Barendregt’s book [1]). At the beginning researchers have focused
their interest on a limited number of equational extensions of lambda calculus,
called λ-theories. They arise by syntactical or semantic considerations. Indeed,
a λ-theory may correspond to a possible operational semantics of lambda cal-
culus, as well as it may be induced by a model of lambda calculus through the
kernel congruence relation of the interpretation function. The set of λ-theories is
naturally equipped with a structure of complete lattice (see [1, Chapter 4]). The
bottom element of this lattice is the least λ-theory λβ, while the top element is
the inconsistent λ-theory. Although researchers have mainly focused their inter-
est on a limited number of them, the lattice of λ-theories has a very rich and
complex structure (see e.g. [1, 19, 21]).

The lambda calculus, although its axioms are all in the form of equations, is
not a genuine equational theory since the variable-binding properties of lambda
abstraction prevent “variables” in lambda calculus from operating as real al-
gebraic variables. There have been several attempts to reformulate the lambda
calculus as a purely algebraic theory. The earliest, and best known, algebraic
models are the combinatory algebras of Curry and Schönfinkel (see [15]). Al-
though combinatory algebras do not keep the lambda notation, they have a
simple purely equational characterisation and were used to provide an intrinsic
first-order, but not equational, characterisation of the models of lambda calcu-
lus, as a special class of combinatory algebras called λ-models [1, Def. 5.2.7].



The connection between the syntax and the semantics of lambda calculus is es-
tablished by the completeness theorem of lambda calculus: every λ-theory is the
equational theory of some λ-model.

Semantical methods have been extensively investigated. After the first model,
found by Scott [28] in 1969 in the category of complete lattices and Scott con-
tinuous functions, a large number of mathematical models for lambda calculus
have been introduced in various categories of domains and were classified into
semantics according to the nature of their representable functions, see e.g. [1,
3]. Scott continuous semantics [29] is given in the category whose objects are
complete partial orders and morphisms are Scott continuous functions. Other
semantics of lambda calculus were isolated by Berry [5] and Bucciarelli-Ehrhard
[7]: Berry’s stable semantics and Bucciarelli-Ehrhard’s strongly stable semantics
are refinements of the continuous semantics introduced to capture the notion
of “sequential” Scott continuous function. All these semantics are structurally
and equationally rich in the sense that it is possible to build up 2ℵ0 λ-models in
each of them inducing pairwise distinct λ-theories (see [17, 18]). Nevertheless, the
above denotational semantics do not match all possible operational semantics of
lambda calculus. We recall that a semantics of lambda calculus is equationally
incomplete if there exists a λ-theory which is not the theory of any model in
the semantics. In the nineties the problem of the equational incompleteness was
positively solved by Honsell and Ronchi della Rocca [16] for Scott’s continuous
semantics, and by Bastonero and Gouy for Berry’s stable semantics [2]. The
proofs of the above results are syntactical and very difficult. In [26] the author
has provided an algebraic and simple proof of the equational incompleteness of
all semantics of lambda calculus that involve monotonicity with respect to some
partial order and have a bottom element (including the incompleteness of the
strongly stable semantics, which had been conjectured by Bastonero-Gouy and
by Berline [2, 3]).

The need of more abstract and sophisticated mathematical techniques in
lambda calculus arises when we recognise the difficulty of the problems we han-
dle, for example in order to investigate the structure of the lattice of λ-theories
in itself and in connections with the theory of models. The author [19, 25, 26]
has launched at the end of the nineties a research program for exploring lambda
calculus and combinatory logic using techniques of universal algebra. The re-
mark that the lattice of λ-theories is isomorphic to the congruence lattice of the
term algebra of the least λ-theory λβ is the starting point for studying lambda
calculus by universal algebraic methods, through the variety (i.e., equational
class) generated by the term algebra of λβ. In [25] the author has shown that
the variety generated by the term algebra of λβ is axiomatised by the finite
schema of identities characterising λ-abstraction algebras (see [23]). The variety
of λ-abstraction algebras is an algebraic description of lambda calculus, which
keeps the lambda notation and hence all the functional intuitions. In [25] it was
shown that, for every variety of λ-abstraction algebras, there exists exactly one
λ-theory whose term algebra generates the variety. Thus, the properties of a
λ-theory can be studied by means of the variety of λ-abstraction algebras gener-



ated by its term algebra. By applying these methods it was shown in [19] that the
lattice of λ-theories satisfies a nontrivial implication in the language of lattices.
It is open whether the lattice of λ-theories satisfies a nontrivial lattice identity
(see [21, Section 4] for other results concerning the structure of the lattice of
λ-theories).

Longstanding open problems of lambda calculus can be restated in terms
of algebraic properties of varieties of λ-abstraction algebras or combinatory al-
gebras. For example, the open problem of the order-incompleteness of lambda
calculus, raised by Selinger (see [30]), asks for the existence of a λ-theory not
arising as the equational theory of a non-trivially partially ordered model of
lambda calculus. A partial answer to the order-incompleteness problem was ob-
tained by the author in [26], where it is shown the existence of a λ-theory not
arising as the equational theory of a non-trivially partially ordered model with
a finite number of connected components. The order-incompleteness of lambda
calculus is equivalent to the existence of an n-permutable variety of combina-
tory algebras for some natural number n ≥ 2 (see the remark after Thm. 3.4 in
[30]). Plotkin, Selinger and Simpson (see [30]) have shown that 2-permutability
and 3-permutability are inconsistent with lambda calculus. The problem of n-
permutability remains open for n ≥ 4.

One of the milestones of modern algebra is the Stone representation the-
orem for Boolean algebras. This result was first generalised by Pierce [22] to
commutative rings with unit and next by Comer [14] to the class of algebras
with Boolean factor congruences. Comer’s generalisation of Stone representa-
tion theorem also holds for combinatory algebras (see [21]): any combinatory
algebra is isomorphic to a weak Boolean product of directly indecomposable al-
gebras (i.e., algebras which cannot be decomposed as the Cartesian product of
two other non-trivial algebras). The proof of the representation theorem is based
on the fact that the directly indecomposable combinatory algebras constitute a
universal class and that every combinatory algebra contains a Boolean algebra
of central elements (introduced by Vaggione [31] in universal algebra). These
elements define a direct decomposition of the algebra as the Cartesian product
of two other algebras, just like idempotent elements in rings. This approach to
central elements can be developed in the more general context of Church alge-
bras, which were introduced in [20] to equationally axiomatise the “if-then-else”
construct of programming.

The Stone representation theorem can be roughly summarised as follows: the
directly indecomposable combinatory algebras are the ‘building blocks’ of the
variety of combinatory algebras. The notion of directly indecomposable com-
binatory algebra appears to be so relevant that it is even interesting to speak
of the “indecomposable semantics” to denote the class of models of λ-calculus
which are directly indecomposable as combinatory algebras. This semantics en-
compasses the Scott continuous, stable and strongly stable semantics and was
shown incomplete in [21].

The paper is organised as follows. In Section 2 we review the basic definition
of lambda calculus and universal algebra. Church algebras are presented in Sec-



tion 3. We provide the algebraic incompleteness theorem in Section 4. The last
section is devoted to the order-incompleteness problem of λ-calculus.

2 Preliminaries

2.1 Lambda calculus

With regard to the λ-calculus we follow the notation and terminology of [1]. Λ
and Λo are, respectively, the set of λ-terms and of closed λ-terms. Ω denotes the
looping term (λx.xx)(λx.xx).

We denote αβ-conversion by λβ and αβη-conversion by λβη. A λ-theory is a
congruence on Λ (with respect to the operators of abstraction and application)
which contains λβ. A λ-theory is consistent if it does not equate all λ-terms,
inconsistent otherwise. The set of λ-theories constitutes a complete lattice w.r.t.
intersection, whose top is the inconsistent λ-theory and whose bottom is the
theory λβ. The λ-theory generated by a set E of identities between λ-terms is
the intersection of all λ-theories containing E.

There are two descriptions of what a model of λ-calculus is: the category-
theoretical and the algebraic one. The categorical notion of model is well-suited
for constructing concrete models, while the algebraic one is rather used to under-
stand global properties of models (constructions of new models out of existing
ones, closure properties, etc.) and to obtain results about the structure of the
lattice of λ-theories. In the remaining part of this section we define the algebraic
notion of model.

Definition 1. An algebra C = (C, ·,k, s), where · is a binary operation and k, s
are constants, is a combinatory algebra if it satisfies the identities kxy = x and
sxyz = xz(yz) (as usual, the symbol “·” is omitted and association is made on
the left).

In the equational language of combinatory algebras we define i, 1 and 1n
as follows: i ≡ skk; 1 ≡ 11 ≡ s(ki) and 1n+1 ≡ s(k1)(s(k1n)). Hence, every
combinatory algebra satisfies ix = x and 1nx1 . . . xn = x1 . . . xn.

A function f : C → C is representable in a combinatory algebra C if there
exists an element c ∈ C such that cz = f(z) for all z ∈ C.

Two elements x, y ∈ C are called extensionally equal if they represent the
same function in C. For example, the elements x and 1x are extensionally equal.

An environment is a function ρ : V ar → C, where V ar is the set of variables
of λ-calculus. For every variable x and a ∈ C we denote by ρ[x := a] the
environment ρ′ which coincides with ρ, except on x, where ρ′ takes the value a.

Given a combinatory algebra C, the interpretation of a λ-term M is defined
by induction as follows, for every environment ρ:

|x|ρ = ρ(x); |MN |ρ = |M |ρ · |N |ρ; |λx.M |ρ = 1m,

where m ∈ C is any element representing the function a ∈ C 7→ |M |ρ[x:=a]. The
drawback of the previous definition is that it may happen that the function a ∈



C 7→ |M |ρ[x:=a] is not representable in C. The axioms characterising λ-models
were expressly chosen to make coherent the previous definition of interpretation.

Definition 2. A combinatory algebra C is called a λ-model if it satisfies the
identities 12k = k, 13s = s and the Meyer-Scott axiom:

∀x∀y(∀z(xz = yz)⇒ 1x = 1y).

Here the combinator 1 is used as an inner choice operator. Indeed, given any
x ∈ C, the element 1x is in the same equivalence class as x w.r.t. extensional
equality; and, by Meyer-Scott axiom, 1x = 1y for every y extensionally equal
to x. Thus, the set Y of elements representing the function a ∈ C 7→ |M |ρ[x:=a]
admits 1m as a canonical representative and this does not depend on the choice
of m ∈ Y .

We write C |= M = N if |M |ρ = |N |ρ for all environments ρ. A λ-model
univocally induces a λ-theory through the kernel congruence relation of the
interpretation function:

Th(C) = {(M,N) ∈ Λ× Λ : C |= M = N}.

If T is a λ-theory, the (open) term model of T is the algebra (Λ/T, ·,k, s),
where t/T · u/T = (tu)/T and k, s are respectively the equivalence classes of
λxy.x and λxyz.xz(yz) modulo T .

A partially ordered λ-model, a po-model for short, is a pair (A,≤), where A is
a λ-model and ≤ is a partial order on A which makes the application operator of
A monotone in both arguments. A po-model (A,≤) is non-trivial if the partial
order is not discrete, i.e., a < b for some a, b ∈ A (thus A is not a singleton).

2.2 Algebras

With regard to Universal Algebra we follow the notation and terminology of [9].
A type ν is a set of operation symbols of finite arity. An algebra A of type ν is
a tuple (A, σA)σ∈ν , where, for every σ ∈ ν of arity n, σA is a function from An

into A.
Given two algebras A and B of type ν, a homomorphism from A into B is

a map g : A → B such that g(σA(a1, . . . , an)) = σB(g(a1), . . . , g(an)) for each
n-ary operation σ ∈ ν and for all ai ∈ A. Two algebras A and B are isomorphic,
and we write A ∼= B, if there exists a bijective homomorphism from A into B.

Given an algebra A of type ν, a binary relation φ on A is compatible if for
all σ ∈ ν of arity n, and for all ai, bi ∈ A we have

a1φb1, . . . , anφbn → fA(a1, . . . , an)φfA(b1, . . . , bn).

A compatible equivalence relation is called a congruence.
The kernel of a homomorphism g : A → B is the congruence ker(g) =

{(a, b) ∈ A2 : g(a) = g(b)}.



Given two congruences φ and ψ, we can form their relative product : ψ ◦ φ =
{(a, c) : (∃b ∈ A) aφbψc}. It is easy to check that ψ ◦ φ is still a compatible
relation, but not necessarily a congruence.

We denote by Con(A) the complete lattice of the congruences of A, which
is a sublattice of the lattice of the equivalence relations on A. The meet φ ∧ ψ
of two congruences φ and ψ is their intersection, while their join is the least
equivalence relation including φ ∪ ψ:

φ ∨ ψ =
⋃
n>0

φ ◦n ψ,

where ψ ◦1 φ = ψ and ψ ◦n+1 φ = ψ ◦ (φ ◦n ψ) for n > 0. The diagonal ∆A =
{(a, a) : a ∈ A} is the bottom element of Con(A), while ∇A = A×A is the top
element.

Fν(X) is the absolutely free algebra of type ν over a set X of generators.
The elements of Fν(X) are called terms and are built up by induction: (i) every
element of X is a term; (ii) if σ ∈ ν is an operation symbol of arity n and
p1, . . . , pn are terms, then σ(p1, . . . , pn) is a term. The operations of Fν(X) are
the syntactical operations of term construction.

Hereafter, we omit the index ν because all algebras will be always of type ν.
If A is an algebra, then, for every map ρ : X → A, there exists a unique

homomorphism ρ∗ : F(X) → A extending ρ: ρ∗(x) = ρ(x) for every x ∈ X;
ρ∗(σ(p1, . . . , pn)) = σA(ρ∗(p1), . . . , ρ∗(pn)).

For every term p, we define pA : AX → A the map defined by pA(ρ) = ρ∗(p).
When X = {x1, . . . , xn} is a finite set of cardinality n, we define pA : An → A
in the following equivalent way:

pA(a1, . . . , an) = ρ∗(p), where ρ(xi) = ai for i = 1, . . . , n.

pA is called a term operation of A.
An algebra A satisfies an equation p = q (p, q ∈ F (X)) if pA = qA. We write

A |= p = q if A satisfies the equation p = q.
If A is an algebra, we denote by EqX(A) (Eq(A) for short) the set of equa-

tions p = q (p, q ∈ F (X)) satisfied by A.
If K is a class of algebras, then Eq(K) = {p = q : (∀A ∈ K) A |= p = q} is

the set of equations satisfied by every algebra of K.
A class K of algebras is (i) equational if it is axiomatised by a set of equa-

tions; (ii) a variety if it is closed under Cartesian products, subalgebras and
homomorphic images. A class of algebras is equational iff it is a variety.

2.3 The building blocks of algebras

Direct products. The Cartesian product B ×C of two algebras B and C of
the same type has B×C as universe and operations defined as follows, for every
ai ∈ B and bi ∈ C:

σB×C(〈a1, b1〉, . . . , 〈an, bn〉) = 〈σB(a1, . . . , an), σC(b1, . . . , bn)〉.



Lemma 1. An algebra A is isomorphic to the Cartesian product B×C iff there
exist two congruences θ, θ ∈ Con(A) such that B ∼= A/θ, C ∼= A/θ, θ ∩ θ = ∆A

and θ ◦ θ = ∇A.

Definition 3. A pair of congruences 〈θ, θ〉 is called a pair of complementary
factor congruences if θ∩ θ = ∆, θ ◦ θ = ∇. A pair 〈θ, θ〉 is trivial if either θ = ∆
or θ = ∆.

A congruence θ is called a factor congruence if there exists θ such that (θ, θ)
is a pair of complementary factor congruences. We denote by FC(A) the set of
factor congruence of A. In general, FC(A) is not a sublattice of Con(A).

Definition 4. An algebra A is directly indecomposable if it admits only the
trivial pair of complementary factor congruences.

In other words, A is directly indecomposable if, and only if, it cannot be
decomposed as a nontrivial Cartesian product. Then the directly indecomposable
algebras are the building blocks for products.

Factors congruences and decomposition operators. Let (θ, θ) be a pair of
complementary factor congruences. Define a function fθ : A×A→ A as follows:

fθ(a, b) = the unique c such that aθcθb.

Proposition 1. The function fθ satisfies the following conditions (for short, we
write f for fθ):

(D1) f(x, x) = x;
(D2) f(x, f(y, z)) = f(x, z) = f(f(x, y), z);
(D3) f is a homomorphism from A×A into A.

Definition 5. A function f : A × A → A satisfying conditions (D1)-(D3) is
called a decomposition operator.

Proposition 2. Given a decomposition operator h : A × A → A, the pair
(θh, θh), defined by aθhb ⇔ h(a, b) = a; aθhb ⇔ h(a, b) = b, is a pair
of complementary factor congruences.

In conclusion, we have:

Proposition 3. There is a bijective correspondence between decomposition op-
erators and factor congruences in such a way that

θ 7→ fθ 7→ θfθ = θ; h 7→ θh 7→ fθh = h.

There is always a battle to simplify complex objects. Decomposition opera-
tors are more suitable to be internalized within an algebra than pairs of comple-
mentary factor congruences. We are particularly interested in algebras, whose
decomposition operators are term operations of the algebra.



Subdirect and Boolean products. If A and B are algebras, then we write
A ≤ B if there is an embedding (= injective homomorphism) from A into B.

Definition 6. An algebra A is a subdirect product of an indexed family (Ai)i∈I
of algebras if A ≤ Πi∈IAi and πi(A) = Ai (where πi : A→ Ai is the projection
in the i-coordinate).

A direct product is an example of subdirect product.

Lemma 2. Let θi ∈ Con(A) be a family of congruences of an algebra A. A is a
subdirect product of the family (A/θi)i∈I (through the embedding f(a) = (a/θi :
i ∈ I)) if, and only if, ∩i∈Iθi = ∆.

Definition 7. An algebra is subdirectly irreducible (s.i., for short) if, for every
representation f : A → Πi∈IAi as subdirect product, there exists j such that
πj ◦ f : A→ Ai is an isomorphism.

Proposition 4. A is s.i. iff ∩(Con(A)− {∆}) 6= ∆ (in this case, ∩(Con(A)−
{∆}) is called the monolith).

Theorem 1. (Birkhoff) Every algebra A is a subdirect product of s.i. algebras.

An algebra A is simple if Con(A) = {∆,∇}. We have:

Simple ⊆ Subdirectly Irreducible ⊆ Directly Indecomposable.

Example 1. 1. Every two elements algebra is simple.
2. Every model of λ-calculus living in Scott continuous semantics is a simple

combinatory algebra.
3. A vector space over a field is s.i. iff it is one-dimensional.
4. A Heyting algebra is s.i. iff there is a greatest element strictly below 1.
5. Every algebra of cardinality a prime number p is directly indecomposable.
6. The Stone representation theorem for Boolean algebras is a consequence of

Theorem 1, because the algebra of truth values is the unique s.i. Boolean
algebra.

Stone’s representation theorem, perhaps the most distinctive result char-
acterising Boolean algebras (or Boolean rings), can be generalised to a much
larger class of algebras. The appropriate tool to attain this goal is the tech-
nique of Boolean products, which can be loosened to the notion of weak Boolean
product to take care of somewhat less manageable cases. Pierce [22] proved that
every commutative ring with unit is representable as a weak Boolean product
of directly indecomposable rings. The technique of Boolean products underwent
remarkable developments over the subsequent years (see e.g. [9, Ch. 4.8]), giving
rise to further generalisations of Stone’s theorem by Comer (covering the case
of algebras with Boolean factor congruences [14]) and Vaggione [31].

Definition 8. A (weak) Boolean product of a family (Ai)i∈I of algebras is a
subdirect product A ≤

∏
i∈I Ai, where I can be endowed with a Boolean space

topology such that: (i) the set {i ∈ I : ai = bi} is (open) clopen for all a, b ∈ A,
and (ii) if a, b ∈ A and N ⊆ I is clopen, then the element c, defined by ci = ai
for i ∈ N and ci = bi for i ∈ I −N , belongs to A.



3 Church algebras

The key observation motivating the introduction of Church algebras [20] is that
many algebras arising in completely different fields of mathematics, including
Heyting algebras, rings with unit, combinatory algebras or λ-calculus, have a
term operation q satisfying the fundamental properties of the if-then-else con-
nective: q(1, x, y) = x and q(0, x, y) = y. As simple as they may appear, these
properties are enough to yield rather strong algebraic results, which will be ap-
plied to λ-calculus in the next section.

Definition 9. We say that an algebra A is a Church algebra if it admits a
ternary term operation q(x, y, z) and two constants 0, 1 such that the following
identities are satisfied by A:

q(1, x, y) = x; q(0, x, y) = y.

A Church variety is a variety of Church algebras.

Example 2.

1. Rings with unit: q(x, y, z) = xy + (1− x)z;
2. Heyting algebras: q(x, y, z) = (x ∨ z) ∧ ((x→ 0) ∨ y);
3. Combinatory algebras: q(x, y, z) = (xy)z, 1 = k and 0 = sk;
4. Lambda calculus: q(x, y, z) = (xy)z; 1 = λxy.x and 0 = λxy.y.

We denote by θ(a, b) the least congruence generated by the pair (a, b).

Lemma 3. Let A be a Church algebra, (φ, φ) be a pair of complementary factor
congruences, and e be the unique element such that 1φeφ0. Then, we have:

(i) For every a, b ∈ A, aφq(e, a, b)φb.
(ii) φ = θ(1, e) and φ = θ(0, e).

(iii) The function fφ(a, b) = q(e, a, b) is a decomposition operator on A such that
fφ(1, 0) = e.

In this definition we exploit an idea by Vaggione [31].

Definition 10. An element e of a Church algebra A is central if θ(1, e) and
θ(0, e) constitute a pair of complementary factor congruences of A. Ce(A) de-
notes the set of central elements of the algebra A.

Proposition 5. If A is a Church algebra and e ∈ A, then the following condi-
tions are equivalent:

1. e is central;
2. For all a, b, a, b ∈ A:

D1. q(e, a, a) = a
D2. q(e, q(e, a, b), c) = q(e, a, c) = q(e, a, q(e, b, c))

D3. q(e, σ(a), σ(b)) = σ(q(e, a1, b1), . . . , q(e, an, bn)) (for every operation σ)
D4. q(e, 1, 0) = e.



The partial ordering on Ce(A), defined by:

e ≤ d if, and only if, θ(0, e) ⊆ θ(0, d)

is a Boolean ordering. The meet, join and complementation operations are in-
ternally representable, and 0, 1 are respectively the bottom and top element of
this ordering.

Theorem 2. Let A be a Church algebra.

(i) The set FC(A) of factor congruences of A constitutes a Boolean sublattice
of Con(A).

(ii) The algebra Ce(A) = (Ce(A);∨,∧,¬, 0, 1), where x ∧ y = q(x, y, 0), x ∨ y =
q(x, 1, y) and ¬x = q(x, 0, 1), is a Boolean algebra isomorphic to the Boolean
algebra of factor congruences of A.

3.1 The Stone representation theorem

A generic Church variety admits a weak Boolean product representation. The
following theorem is a consequence of [9, Theorem 8.12].

Theorem 3. Let A be a Church algebra, S be the Boolean space of maximal
ideals of Ce(A) and f : A→ ΠI∈SA/θI be the map defined by

f(a) = (a/θI : I ∈ S),

where θI =
⋃
e∈I θ(0, e). Then f gives a weak Boolean representation of A.

For the previous representation to be of some interest, we need to be in a
position to provide additional information on its stalks. The following theorem
is a consequence of [31, Theorem 8]. A new proof can be found in [27].

Theorem 4. Let V be a Church variety. Then, the following conditions are
equivalent:

(i) For all A ∈ V, the stalks A/θI (I ∈ S maximal ideal) are directly indecom-
posable.

(ii) The class VDI of directly indecomposable members of V is a universal class.

4 The incompleteness theorem of lambda calculus

The Stone representation theorem for combinatory algebras can be roughly sum-
marised as follows: the directly indecomposable combinatory algebras are the
“building blocks” in the variety of combinatory algebras. Then it is natural to
investigate the class of models of λ-calculus, which are directly indecomposable
as combinatory algebras (indecomposable semantics, for short).

In this section we show that the indecomposable semantics encompasses the
Scott, stable and strongly stable semantics. In spite of this richness, we show
that there exists a consistent λ-theory which is not the equational theory of an
indecomposable model. The results in this section can be found in [21].



4.1 Scott models are simple algebras

After Scott, several models of λ-calculus have been defined by order theoretic
methods and classified into “semantics” according to the nature of their repre-
sentable functions (see [3], for a survey on these semantics).

The Scott-continuous semantics corresponds to the class of λ-models having
cpo’s (complete partial orders) as underlying sets and representing all Scott
continuous functions.

The stable semantics (Berry [5]) and the strongly stable semantics (Bucciarelli-
Ehrhard [7]) are refinements of the Scott-continuous semantics which have been
introduced to capture the notion of “sequential” continuous function. The un-
derlying sets of the λ-models living in the stable (strongly stable) semantics are
particular algebraic cpo’s called dI-domains (dI-domains with coherences). These
models represent all stable (strongly stable) functions between such domains. A
function between dI-domains is stable if it is continuous and, furthermore, com-
mutes with “infs of compatible elements”. A strongly stable function between
dI-domains with coherence, is a stable function preserving coherence.

In the next proposition we show that all models living in the main semantics
are simple algebras.

Proposition 6. All λ-models living in Scott, stable and strongly stable seman-
tics are simple algebras.

Proof. Let φ be a congruence on a Scott model A and let aφb with a 6= b and
a 6≤ b. Since the continuous function gc, defined by gc(x) = if x 6≤ b then c else ⊥,
is representable in the model (for all c), we have: c = gc(a) φ gc(b) = ⊥, hence
cφ⊥ for all c. By the arbitrariness of c we get that φ is trivial.

Suppose now that A is a (strongly) stable model. Consider two elements
a, b ∈ A such that aφb, a 6= b and a 6≤ b. There is a compact d such that d ≤ a
and d 6≤ b. The step function fd,c, defined by : fd,c(x) = if d ≤ x then c else ⊥,
is (strongly) stable for every element c. Then c = fd,c(a)φfd,c(b) = ⊥.

4.2 Incompleteness

We now remark that the class of directly indecomposable combinatory algebras
is a universal class.

To simplify the notation, in the following we write the combinators as λ-
terms. For λ-terms t, u, we define the pair [t, u] ≡ λz.ztu and, for every sequence
we define [t1, . . . , tn] ≡ [t1, [t2, . . . , tn]]. Consider the following λ-terms:

– P ≡ λe.[λx.exx, λxyz.e(exy)z, λxyz.exz, λxyzu.e(xy)(zu), e(λxy.x)(λxy.y)];
– Q ≡ λe.[λx.x, λxyz.exz, λxyz.ex(eyz), λxyzu.exz(eyu), e].

We have that e is central in a combinatory algebra if, and only if, the equation
Pe = Qe holds.

Proposition 7. The class of all directly indecomposable combinatory algebras
is a universal class.



Proof. The class of all directly indecomposable combinatory algebras is axioma-
tised by the following universal formula:

∀e((Pe = Qe→ e = λxy.x ∨ e = λxy.y) ∧ ¬(λxy.x = λxy.y)).

Corollary 1. Let A be a combinatory algebra. Then A is isomorphic to a weak
Boolean product of directly indecomposable combinatory algebras.

Proof. By Proposition 7 and Theorem 4.

We are now ready to provide the algebraic incompleteness theorem. We recall
that a class C of models of λ-calculus is incomplete if there exists a consistent
λ-theory T such that T 6= Th(M) for every M∈ C.

Theorem 5. The indecomposable semantics is incomplete.

Proof. Ω ≡ (λx.xx)(λx.xx) can be consistently equated to every closed term.
Let T1 be the λ-theory generated by Ω = λxy.x and T2 be the λ-theory generated
by Ω = λxy.y. Then Ω is central in the term model of T1 ∩ T2.

Ω is central in a combinatory algebra A if, and only if, A |= PΩ = QΩ,
where P and Q are the closed terms defined at the beginning of this section. Let
M be a λ-model such that Th(M) = T1 ∩ T2. Then M |= PΩ = QΩ, because
the identity PΩ = QΩ belongs to T1∩T2. Then Ω is a non-trivial central element
of M.

Corollary 2. Scott, stable and strongly stable semantics are incomplete.

5 The order-incompleteness problem

The models of λ-calculus living in Scott, stable and strongly stable semantics are
non-trivially ordered with a bottom element. However, it is also known that there
are some models of the lambda calculus that cannot be non-trivially ordered (see
[24, 26, 30]). In general, we define a combinatory algebra A to be unorderable if
there does not exist a non-trivial partial order on A for which the application
operation is monotone. Of course, an unorderable model can still arise from
an order-theoretic construction, for instance as a subalgebra of some orderable
model. The most interesting result has been obtained by Selinger [30], who,
enough surprising, has shown the following result.

Theorem 6. The term models of λβ and λβη are unorderable.

It follows that, if λβ or λβη is the theory of a po-model, then the denotations
of closed terms in that model are pairwise incomparable, i.e. the term denotations
form an anti-chain.

Selinger’s result can be used to show that the theory of a certain po-model
M is not λβ (or λβη). It is sufficient to find out two closed λ-terms, whose
denotations in the model M are related by the partial ordering. This technique
has been successfully applied to some classes of models living in Scott continuous



semantics. Bucciarelli-Salibra [8] have shown that λβ cannot be the theory of
a graph model, and Carraro-Salibra [10] have shown that λβη cannot be the
theory of a reflexive Scott domain. Other results of this type can be found in
Berline et al. [4].

The problem of unorderability led Selinger [30] to study the related ques-
tion of absolute unorderability: a model is absolutely unorderable if it cannot
be embedded in an orderable one. Plotkin conjectures in [24] that an absolutely
unorderable combinatory algebra exists, but the question is still open whether
this is so. Selinger has given in [30] a syntactic characterisation of the abso-
lutely unorderable algebras in any variety of algebras in terms of the existence
of a family of Mal’cev operators. Plotkin’s conjecture is thus reduced to the
question whether Mal’cev operators are consistent with the lambda calculus or
combinatory logic.

Hereafter, we review Selinger’s characterisation of absolutely unorderability.
Let A be an algebra of some variety V. A preorder ≤ on A is compatible if

it is monotone in each coordinate of every function symbol of V. Then we have:
(i) A is unorderable if it admits only equality as a compatible partial order; (ii)
A is absolutely unorderable if, for every algebra B ∈ V and every embedding
f : A→ B, the algebra B is unorderable.

Let V be a variety, A ∈ V and X be a set of indeterminates. We denote by
A[X] the free extension of A in the variety V. The algebra A[X] is defined up to
isomorphism by the following universal mapping properties: (1) A ∪X ⊆ A[X];
(2) A[X] ∈ V; (3) for every B ∈ V, homomorphism h : A → B and every
function f : X → B, there exists a unique homomorphism f : A[X] → B
extending h and f . When X = {x1, . . . , xn} is finite, we write A[x1, . . . , xn] for
A[X].

The following result by Selinger [30] characterises those algebras which are
absolutely unorderable.

Theorem 7. Let V be a variety. An algebra A ∈ V is absolutely unorderable if,
and only if, there exist a natural number n ≥ 1 and ternary terms p1, . . . , pn in
the type of V such that the algebra A[x, y] satisfies the following identities, called
(generalised) Mal’cev axioms:

x = p1(x, y, y);
pi(x, x, y) = pi+1(x, y, y) (i = 1, . . . , n− 1);
pn(x, x, y) = y.

The following result was obtained by Plotkin-Simpson for n = 1 and by
Plotkin-Selinger for n = 2 (see [30]).

Theorem 8. For n = 1 and n = 2, the Mal’cev axioms are inconsistent with
the lambda calculus.

Proof. We prove the theorem for n = 1. Assume that x = Fxyy and Fxxy = y
for a λ-term F . Let Y ≡ λf.(λx.f(xx))(λx.f(xx)) be the Curry fixpoint combi-
nator. Then, for any λ-term M , define µx.M ≡ Y (λx.M). We write µx1 . . . xn.M



for µx1.(µx2.(· · · (µxn.M) · · · )). Now let A ≡ µyx.Fxyz. Then we have A =
FAAz = z and A = µx.FxAz = µx.Fxzz = µx.x = Ω, therefore Ω = z.

The question of absolute unorderability can also be formulated in terms of
theories, rather than models. In this form, Selinger [30] refers to it as the order-
incompleteness question.

Definition 11. A λ-theory is order-incomplete if it does not arise as the theory
of a non-trivial po-model.

The problem of order-incompleteness can be also characterised in terms of
connected components of a partial ordering (minimal subsets which are both
upward and downward closed): a λ-theory T is order-incomplete if, and only
if, every po-model, having T as equational theory, is partitioned in an infinite
number of connected components, each one containing exactly one element. In
other words, the partial order is the equality.

Toward an answer to the order-incompleteness problem, the author has shown
the following result in [26].

Theorem 9. Every po-model M of the λ-theory T axiomatised by the equation
Ωxx = Ω is partitioned in an infinite number of connected components, each
one containing at most the denotation of one λ-term (modulo T ).

The previous result has been improved in the forthcoming paper [11].

Corollary 3. The semantics of λ-calculus given in terms of po-models with a
finite number of connected components is incomplete.
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