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Abstract. The Process Hitting (PH) is a recently introduced framework
to model concurrent processes. Its major originality lies in a specific re-
striction on the causality of actions, which makes the formal analysis of
very large systems tractable. PH is suitable to model Biological Regula-
tory Networks (BRNs) with complete or partial knowledge of coopera-
tions between regulators by defining the most permissive dynamics with
respect to these constraints.

On the other hand, the qualitative modeling of BRNs has been widely
addressed using René Thomas’ formalism, leading to numerous theoret-
ical work and practical tools to understand emerging behaviors.

Given a PH model of a BRN, we first tackle the inference of the
underlying Interaction Graph between components. Then the inference
of corresponding Thomas’ models is provided using Answer Set Pro-
gramming, which allows notably an efficient enumeration of (possibly
numerous) compatible parametrizations.

In addition to giving a formal link between different approaches for
qualitative BRNs modeling, this work emphasizes the ability of PH to
deal with large BRNs with incomplete knowledge on cooperations, where
Thomas’ approach fails because of the combinatorics of parameters.

1 Introduction

As regulatory phenomena play a crucial role in biological systems, they need to
be studied accurately. Biological Regulatory Networks (BRNs) consist in sets
of either positive or negative mutual effects between the components. With the
purpose of analyzing these systems, they are often modeled as graphs which make
it possible to determine the possible evolutions of all the interacting components
of the system. Indeed, besides continuous models of physicists, often designed
through systems of ordinary differential equations, a discrete modeling approach
was initiated by René Thomas in 1973 [I].



In this approach, the different levels of a component, such as concentration
or expression levels, are abstractly represented by (positive) integer values and
transitions between these levels may be considered as instantaneous. Hence,
qualitative state graphs may be derived from which we are able to formally
find out all the possible behaviors expressed as sequences of transitions between
these states. Nevertheless, these dynamics can be precisely established only with
regard to some discrete parameters which stand for a kind of “focal points”, i.e.
the evolutionary tendency from each state and depending of the set of resources
in this very state, that is, the set of the other currently interacting components.
Hereafter, we refer to these discrete parameters as Thomas’ parameters.

Thomas’ modeling has motivated numerous works around the link between
the Interaction Graph (IG) (summarizing the global influences between compo-
nents) and the possible dynamics (e.g., [2I3]), model reduction (e.g., []), formal
checking of dynamics (e.g., [5l6]), and the incorporation of time (e.g., [7U8]) and
probability (e.g., [9]) dimensions, to name but a few. While the formal checking
of dynamical properties is often limited to small networks because of the state
graph explosion, the main drawback of this framework is the difficulty to specify
Thomas’ parameters, especially for large networks.

In order to address the formal checking of dynamical properties within very
large BRNs, we recently introduced in [10] a new formalism, named the “Process
Hitting” (PH), to model concurrent systems having components with a few qual-
itative levels. A PH describes, in an atomic manner, the possible evolutions of a
process (representing one component at one level) triggered by the hit of at most
one other process in the system. This framework can be seen as a special class
of formalisms like Petri Nets or Communicating Finite State Machines, where
the causality between actions is restricted. Thanks to the particular structure of
interactions within a PH, very efficient static analysis methods have been devel-
oped to over- and under-approximate reachability properties making tractable
the formal analysis of BRNs with hundreds of components [11].

PH is suitable to model BRNs with different levels of abstraction in the
specification of cooperations (associated influences) between components. This
allows to model BRNs with a partial knowledge on precise evolution functions
for components by capturing the largest (the most general) dynamics.

The objectives of the work presented in this paper are the following. Firstly,
we show that starting from one PH model, it is possible to find back the under-
lying IG. We perform an exhaustive search for the possible interactions on one
component from all the others, consistently with the knowledge of the dynamics
that these interactions lead to and that are expressed in PH. The second phase of
our work concerns the Thomas’ parameters inference. It consists in determining
the nesting set (possibly too large) of the parameters which necessarily lead to
the satisfaction of the known cooperating constraints. The resulting BRN dy-
namics is ensured to respect the PH dynamics, i.e. no spurious transitions are
made possible by the inference. Answer Set Programming (ASP) [12] turns out
to be effective for these enumerative searches.



The outcome of this work is twofold. The first benefit is that such an ap-
proach makes it possible to refine the construction of BRNs with a partial and
progressively brought knowledge in PH, while being able to export such models
in the Thomas’ framework. The second feature of our method is that it can be
applied on very large BRNs.

Finally, it must be noticed that we are not interested in this paper in the
derivation of one PH from a BRN (which was previously described in [I0]) but,
on the contrary, to finding out a set of BRNs from one PH.

Our work is related to the approach of [13] which relies on temporal logic,
and [T4UT5] which also uses constraint programming. Both aim at determining a
class of models which are consistent with available partial data on the regulatory
structure and dynamical properties. In our approach, we intend to focus on the
Thomas’ parameters inference and we claim we are able to deal with larger
biological networks.

Outline. Sect. 2| recalls the PH and Thomas frameworks; Sect. [3| defines the IG
inference from PH; Sect. [4] details the enumeration of Thomas parametrizations
compatible with a PH and discuss its implementation in ASP. Sect. ] illustrates
the applicability of our method on simple examples and large biological models.

Notations. [i; j] is the set of integers {4,i+1,...,j}; we note [i1; j1] < [i2; jo] a
. o ‘ o A o .
(i1 < ji/Aia < j2) and [iy; 1] <p [i2;j2] & (i1 <id2Aj1 < J2) V(i1 <iaAj1 < ja).

Given an integer k, k < [i; j] Bk<iandk> [4; 4] B> J.

2 Frameworks

2.1 The Process Hitting framework

We recall here the definition and semantics of the Process Hitting (PH), and
its usage to model cooperation between concurrent components. Two examples
of PH modeling a BRN at different abstraction levels are given. They serve as
running examples in the rest of this article.

A PH (Def. [1)) gathers a finite number of concurrent processes grouped into
a finite set of sorts. A process belongs to a unique sort and is noted a; where a
is the sort and ¢ the identifier of the process within the sort a. At any time, one
and only one process of each sort is present; a state of the PH thus corresponds
to the set of such processes.

The concurrent interactions between processes are defined by a set of ac-
tions. Actions describe the replacement of a process by another of the same sort
conditioned by the presence of at most one other process in the current state of
the PH. An action is denoted by a; — b; ' by, where a;, b;, b, are processes of
sorts a and b. It is required that b; # by and that a = b = a; = b;. An action
h =a; = b; T by is read as “a; hits b; to make it bounce to b;”, and a;, b;, by, are
called respectively hitter, target and bounce of the action, and can be referred
to as hitter(h), target(h), bounce(h), respectively.



Definition 1 (Process Hitting). A Process Hitting is a triple (¥, L, H):

- y2 {a,b,...} is the finite set of sorts;

-rL2 [locx La is the set of states with L, = {ao,...,a,} the finite set of
processes of sort a € X and l, o positive integer with a # b = V(a;,b;) €
Lg x vaai 7é bj;'

— HZ2{a; b P by, | (ab) € T2 A (a5,b;,b) € Lg x Ly, x Ly

Nbj # b, Na=b= a; =b;} is the finite set of actions.

P denotes the set of all processes (P 2 {a;|a€ X Na; € Ly}).

The sort of a process a; is referred to as X(a;) = a and the set of sorts present
in an action h € H as X(h) = {X(hitter(h)), X (target(h))}. Given a state s € L,
the process of sort a € X present in s is denoted by s[a], that is the a-coordinate

of the state s. If a; € L,, we define the notation a; € s a sla] = a;.

An action h = a; — b; ' by, € H is playable in s € L if and only if s[a] = a;
and s[b] = b;. In such a case, (s - h) stands for the state resulting from the play
of the action h in s, that is (s- h)[b] = by, and Ve € X', ¢ # b, (s - h)[c] = s[c]. For
the sake of clarity, ((s-h)-h'), b’ € H is abbreviated as (s- h-h').

Ezxzample. Fig. represents aPH (X, L,H) with ¥ = {a,b,c}, L, = {ag,a1,a2},
Ly = {bo,b1}, Le = {co,c1}, and

H ={as — b1 I by, bo = asx I ay, co— as I aq,
bo — a1 7 ag, co — a1 I ag,
b1 — ap T ay, c1 —agl ay,
b1 — a1 T as, g —aylas} .

The action h = by — a3 I az is playable in the state s = (b1, a1,co); and
s-h= <bl,a2,60>.

This PH example actually models a BRN where the component a has three
qualitative levels and components b and ¢ are boolean. In this BRN, b and ¢
activate a, while a inhibits b. The inhibition of b by a is only effective when a is
at level 2. The activation of a by b (¢) is encoded by the actions making the level
of a increase (resp. decrease) when b (c¢) is present (resp. absent). It is worth
noticing that the activation of a by b (¢) is independent from ¢ (b). This may
express a lack of knowledge on the cooperation between these two regulators: we
thus model an over-approximation of the possible actions.

Modeling cooperation. As described in [10], the cooperation between processes
to make another bounce can be expressed in PH by building a cooperative sort.
Fig. [2| shows an example of cooperation between processes by and ¢; to make
a1 bounce to ag: a cooperative sort be is defined with 4 processes (one for each
sub-state of the presence of processes by and ¢1). For the sake of clarity, the be
processes are indexed using the sub-state they represent. Hence, bcy; represents



Fig. 1. A Process Hitting (PH) example. Sorts are represented by labeled boxes,
and processes by circles (ticks are the identifiers of the processes within the sort,
for instance, ag is the process ticked 0 in the box a). An action (for instance
by — ay I ag) is represented by a pair of directed arcs, having the hit part (b; to
a1) in plain line and the bounce part (a1 to az2) in dotted line. Actions involving
by or ¢; are in thick lines.

the sub-state (bg, c1), and so on. Each process of sort b and ¢ hit be to make it
bounce to the process reflecting the status of the sorts b and ¢ (e.g., by — bcgg
beig and by — bepy T bepr). Then, it is the process bey; which hits aq to make it
bounce to as instead of the independent hits from b; and ¢;.

We note that cooperative sorts are standard PH sorts and do not involve any
special treatment regarding the semantics of related actions.

When the number of cooperating processes is large, it is possible to chain
several cooperative sorts to prevent the combinatoric explosion of the number
of processes created within cooperative sorts. For instance, if by, ¢, and d;
cooperate, one can create a cooperative sort bc with 4 processes reflecting the
presence of by and ¢, and a cooperative sort bed with 4 processes reflecting
the presence of bcy; and dq. Such constructions are helpful in PH as the static
analysis of dynamics developed in [IT] does not suffer from the number of sorts,
but on the number of processes within a single sort.

While the construction of cooperation in PH allows to encode any boolean
functions between cooperating processes [10], it is worth noticing they introduce
a temporal shift in their application. This allows the existence of interleaving
of actions leading to a cooperative sort representing a past sub-state of the
presence of the cooperative processes. The resulting behavior is then an over-
approximation of the realization of an instantaneous cooperation.

Ezample. The PH in Fig. [3|results from the refinement of the PH in Fig. [T where
several cooperations have been specified. In particular, the bounce to as is the
result of a cooperation between b; and c¢1; and the bounce to ag of a cooperation
between by and cy. Hence, this PH expresses a BRN where a requires both b and
c active to reach its highest level, and a does not become inactive unless both b
and c are inactive.



Fig.2. A PH modeling a cooperativity between b; and ¢; to make a; bounce
to ao. Actions involving by or ¢; are in thick lines.

0 1

Fig. 3. PH resulting from the refinement of the one in Fig. [I| by the specification
of several cooperations. The actions from b and ¢ to the cooperative sort bc are
identical to those defined in Fig. [2] and are represented here by a single dashed
arc.



2.2 Thomas’ modeling

We concisely present the Thomas’ modeling of BRNs dynamics, merely inspired
by [BIT16]. We extend the classical formalism by setting parameters to interval of
values instead of a single value, and briefly discuss this addition.

Thomas’ formalism lies on two complementary descriptions of the system.
First, the Interaction Graph (IG) models the structure of the system by defining
the components’ mutual influences. The parametrization then specifies the levels
to which tends a component when a given configuration of its regulators applies.

The IG is composed of nodes that represent components, and edges labeled
with a threshold that stand for either positive or negative interactions (Def. .
For such an interaction to take place, the expression level of its head component
has to be higher than its threshold; otherwise, the opposite influence is expressed.
We call levels;(a — b) (resp. levels_(a — b)) the levels of a where it is an
activator (resp. inhibitor) of b (Def. [3)); I, denotes the maximum level of a.

Definition 2 (Interaction Graph). An Interaction Graph (IG) is a triple
(I EL,E_) where I' is a finite number of components, and E; (resp. F_)
C {a b |a,be I' At € [1;1,]} is the set of positive (resp. negative) regulations
between two nodes, labeled with a threshold.

A regulation from a to b is uniquely referenced: if a Lpe Ey (resp. E_),

Fa Ybe E, (resp. E_),t' #t and Pa YbeB (resp. E4),t" € N.

Definition 3 (Effective levels (levels)). Let (I, E4, E_) be an IG and a,b € I'
two of its components:

—ifabbe By, levelsy(a — b) 2 [t:1,] and levels_(a — b) 2 [0, — 1];
—ifabbe E_, levels,(a — b) = [0;t — 1] and levels_(a — b) 2 [t;la];
— otherwise, levelsy (a — b) = levels_(a — b) 2.

For all component a € I', I'"!(a) = {(bel |35 acE, UE_}is the
set of its regulators. We allow any number of levels for the components, without
considering the number of outgoing edges, in order to be as general as possible.

Ezxample. Fig. (left) represents an Interaction Graph (I, Ey,E_) with ' =
{a,b,c}, EL ={b Laceh a} and E_ ={a 2 b}; hence I'"1(a) = {b,c}.

A state s of an 1G (I, B4, E_) is an element in [],.[0;14]. sla] refers to
the level of component a in s. The specificity of Thomas’ approach lies in the
use of discrete parameters to represent the focal level interval towards which the
component will evolve in each configuration of its regulators (Def. . Indeed,
for each possible state of a BRN, all regulators of a component a can be divided
into activators and inhibitors, given their type of interaction and expression level,
referred to as the resources of a in this state (Def. .

While the use of intervals as parameters values does not add expressivity in
boolean networks, it allows to specify a larger range of dynamics in the general
case (w.r.t. to a fixed IG). Indeed, if a parameter is an interval of three values,
it is impossible to split the three cases with the boolean definition of resources.
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Fig. 4. (left) IG example. Regulations are represented by the edges labeled with
their sign and threshold. For instance, the edge from b to a is labeled +1, which

stands for: b - a € E, . (right) Example parametrization of the left IG.

Definition 4 (Discrete parameter K, 4 5 and Parametrization K). For
a given component a € I' and A (resp. B) C I'"*(a) a set of its activators (resp.
inhibitors) such that AU B = I'"Y(a) and AN B = (), the discrete parameter
K, 4.5 = [i;7] is a non-empty interval towards which a will tend in the states
where its activators (resp. inhibitors) are the regulators in set A (resp. B). The
complete map K of discrete parameters for G is called a parametrization of G.

Definition 5 (Resources Res,(s)). For a given state s of a BRN, we define
the activators A and inhibitors B of a in s as Res,(s) = A, B, where:

A={beI]|sb € levelsy(b—a)}
B={beTI]|sbclevels_(b—a)}

We also denote: Res, = {(A; B) | 3s € [[,cp[0;la], Resa(s) = A, B}

At last, Def. [f] gives the asynchronous dynamics of a BRN using Thomas’
parameters. From a given state s, a transition to another state s’ is possible
provided that only one component a will evolve of one level towards K ges, (s)-

Definition 6 (Asynchronous dynamics). Let s be a state of a BRN using
Thomas’ parameters (G, K) where G = (I, Ey, E_). The state that succeeds to
s is given by the indeterministic function f(s):

f(s)=s & FJael,sa = f*(s) AVbe I,b+#a,sb] =s'[b] , with

sla] +1 if sla] < Ko 4.8
a if sla] € Ko 4,5 , where A, B = Resy(s).
sla] =1 if sla] > K4 4.8

~
8
—
w
N
»

Ezample. In the BRN that consists of the IG and parametrization of Fig. []
the following transitions are possible given the semantics defined in Def. [6}
(ag,b1,c1) — (a1,b1,¢1) = (ag,bi,c1) — (az,bo,c1) — (a1,bo,c1), where a;
is the component a at level 7.



3 Interaction Graph Inference

In order to infer a complete BRN, one has to find the Interaction Graph (IG)
first, as some constraints on the parametrization rely on it. Inferring the IG is an
abstraction step which consists in determining the global influence of components
on each of its successors.

This section first introduces the notion of focal processes within a PH (Sub-
sect. [3.1)) which is used to characterize well-formed PH for IG inference in Sub-
sect. and as well used by the parametrization inference presented in Sect. ]
Finally, the rules for inferring the interactions between components from a PH
are described in Subsect. We consider hereafter a global PH (X, L,H) on
which the IG inference is to be performed.

3.1 Focal Processes

Many of the inferences defined in the rest of this paper rely on the knowledge
of focal processes w.r.t. a given context (a set of processes that are potentially
present). When such a context applies, we expect to (always) reach one focal
process in a bounded number of actions.

For S, C L, and a context (set of processes) ¢, let us define as H(S,,<) the
set of actions on the sort a having their hitter in ¢ and target in S, (Eq. );
and the digraph (V, E) where arcs are the bounces within the sort a triggered
by actions in H(S., <) (Eq. ) focals(a, Sq, <) denotes the set of focal processes
of sort a in the scope of H(Sq,<) (Def. [7).

H(S’a,g)é{bi%ajPak€H|bi€§/\aj€Sa} (1)
E 2 {(aj,ar) € (Sa x Lg) | 3b; = a; ” ax € H(Sa,<)} o)
Vas,u {ar € Ly | 3(aj,ar) € E}

Definition 7 (focals(a, S4,<)). The set of processes that are focal for processes

in S, in the scope of H(Sa,<) are given by:

{a; € V | B(as,a;) € E} if the digraph (V, E) is acyclic,
) otherwise.

focals(a, S,, ) 2 {

We note L(s) the set of states s € L such that Va € X(), s[a] € ¢, where X()
is the set of sorts with processes in ¢. We say a sequence of actions h',..., h"
is bounce-wise if and only if Vm € [1;n — 1], bounce(h™) = target(h™*1). From
Def. [7} it derives that:

1. if focals(a, Sq,<) = 0, there exists a state s € L(¢c U S,) such that Vn € N
there exists a bounce-wise sequence of actions h',... A"!in H(S,,s) with
target(h!) € s.

2. if focals(a, Sq, <) # 0, for all state s € L(cUS,), for any bounce-wise sequence
of actions h', ..., h™ in H(S,,s) where target(h') € s, either bounce(h") €
focals(a, Sa,<), or IA"L € H(a,s) such that bounce(h™) = target(h"T1).
Moreover n < |H(S4,s)| (i-e. no cycle of actions possible).



It is worth noticing that those bounce-wise sequences of actions may not be
successively playable in a state s € L(¢ U S,). Indeed, nothing impose that the
hitters of actions are present in s. In the general case, the playability of those
bounce-wise sequences, referred to as focals reachability may be hard to prove.
However, in the scope of this paper, the particular contexts used with focals
ensure this property. Notably, the rest of this section uses only strict contexts
(Def. [8)) which allow at most one hitter per sort in the bounce-wise sequences
(and thus are present in s).

Definition 8 (Strict context for S,). A context (set of processes) < is strict
for Sq € Lq if and only if {b;,b;} CcAbF#a=1i=j.

In other words, assuming focals reachability, if focals(a, S,, <) is empty, there
exists a sequence of actions that may be played an unbound number of times
(cycle); if it is non-empty, it is ensured that any state in L(c U S,) converges, in
a bounded number of steps, either to a process in S, that is not hit by processes
in ¢, or to a process in L, \ S,.

Ezxample. In the PH of Fig. [I] we obtain:

focals(a, Lq, {bo,co}) = {ao} focals(a, Lq, {b1,c1}) = {a2}
focals(a, Ly, {b1,c0}) =0 focals(a, {a1}, {b1,co}) = {ao, a2}

3.2 Well-formed Process Hitting for Interaction Graph Inference

The inference of an IG from a PH assumes that the PH defines two types of
sorts: the sorts corresponding to BRN components, and the cooperative sorts.
This leads to the characterization of a well-formed PH for IG inference.

The identification of sorts modeling components relies on the observation
that their processes represent (ordered) qualitative levels. Hence an action on
such a sort cannot make it bounce to a process at a distance more than one. The
set of sorts satisfying such a condition is referred to as I' (Eq. ) Therefore,
in the rest of this paper, I" denotes the set of components of the BRN to infer.

F2{acy|fb;—ajraet,|j—kl >1} (3)

Any sort that does not act as a component should then be treated as a
cooperative sort. As explained in Subsect. the role of a cooperative sort v
is to compute the current state of set of cooperating processes. Hence, for each
sub-state o formed by the sorts hitting v, v should converge to a focal process.
This is expressed by Property [I, where the set of sorts having an action on a
given sort a is given by X ~!(a) (Eq. (@) and P(c) is the set of processes that
compose the sub-state o.

Vae X, X a)2{be X | —a,; " ap €M} (4)



Property 1 (Well-formed cooperative sort). A sort v € X is a well-formed coop-
erative sort if and only if each configuration ¢ of its predecessors leads v to a
unique focal process, denoted by v(o):

Vo € [Loes-1()ragolas focals(v, Ly, P(0) U Ly) = {v(0)}

Such a property allows a large variety of definitions of a cooperative sort, but
for the sake of simplicity, does not allow the existence of multiple focal processes.
While this may be easily extended to (the condition becomes focals(v, L,,, P(c)U
L,) # 1), it makes some hereafter equations a bit more complex to read as they
should handle a set of focal processes instead of a unique focal process.

Finally, Property[2]sums up the conditions for a Process Hitting to be suitable
for IG inference. In addition of having either component sorts or well-formed
cooperative sorts, we also require that there is no cycle between cooperative
sorts, and that sorts being never hit (i.e. serving as an invariant environment)
are components.

Property 2 (Well-formed Process Hitting for IG inference). A PH is well-formed
for IG inference if and only if the following conditions are verified:

— each sort a € X either belongs to I', or is a well-formed cooperative sort;

— there is no cycle between cooperative sorts (the digraph (X, {(a,b) € (¥ x
)| 3a; 5 bt by e HAa#bA{a,b} NI =0}) is acyclic);

— sorts having no action hitting them belong to I' ({a € X' | #b; — a; I" ay, €
H}CI).

Example. In the PH of Fig. |3] bc is a well-formed cooperative sort as defined in
Property [1] because:
fOCQ'S(bC, Ly, {bo, C()} U Lbc) = {bCo()} FOCE!|S(bC7 Ly, {bo7 Cl} U Lbc) = {bC()l}
fOC3|S(bC, Lbc; {bl, Co} U Lbc) = {bClo} 1:0C3|S(bC7 me {blv Cl} U Lbc) = {bCll}

Hence, both Fig. [1] and Fig. [3] are well-formed PH for IG inference with I" =
{a,b, c}.

3.3 Interaction Inference

At this point we can divide the set of sorts X into components (I, see Eq. (3))
and cooperative sorts (X'\ I") that will not appear in the IG. We define in Eq.
the set of predecessors of a sort a, that is, the sorts influencing a by considering
direct actions and possible intermediate cooperative sorts. The predecessors of
a that are components are the regulators of a, denoted reg(a) (Eq. (6)).

Va € X, pred(a) 2 {b€ X |3Ine N3 kepom € 2",
L =bAc"=a (5)
AVE € [0;n — 1], € Z7HH) N (Z\ )}
Va € X, reg(a) 2 pred(a) N I (6)



Given a set g of components and a configuration (i.e. a sub-state) o, g4(0)
refers to the set of processes hitting a regulated by any sort in g (Eq. ) If
g = {b}, we simple note ¢,(c). This set is composed of the active processes of
sorts in g, and the focal process (assumed unique) of the cooperative sorts v
hitting a that have a predecessor in g. The evaluation of the focal process of v
in context o, denoted v(o), relies on Property [1} which gives its value when all
the direct predecessors of v are defined in 0. When a predecessor v’ is not in
o, we extend the evaluation by recursively computing the focal value of v’ is o,
as stated in Eq. . Because there is no cycle between cooperative sorts, this
recursive evaluation of v(o) always terminates.

Wg C Io(0) = {ob] | b€ g} U{v(0) [v e D7 (a) \ I Agnreg(v) # 0} (7)
v(0) 2v(cW V(o) | v/ € T (w) AV € D\ T)) (8)

We aim at inferring that b activates (inhibits) a if there exists a configuration
where increasing the level of b makes possible the increase (decrease) of the level
of a. This is analogous to standard IG inferences from discrete maps [2].

This reasoning can be straightforwardly applied to a PH when inferring the
influence of b on a when b # a (Eq. (I1)). Let us define y(b — a) as the set
of components cooperating with b to hit a, including b and a (Eq. @D) Given
a configuration o € J[ ¢ (,—yq) Le, focals(a, {a;}, (o)) gives the bounces that a
given process a; can make in the context (o). We note o{b;} the configuration
o where the process of sort b has been replaced by b;. If there exists b;, b;+1 € Ly
such that one bounce in focals(a, {o]a]},s(c{b;})) has a lower (resp. higher)
level that one bounce in focals(a, {o[a]}, ss(c{bi+1})), then b as positive (resp.
negative) influence on a with a maximum threshold [ = + 1.

v(b— a) = {a,b}U{ceI' | v e X\ T,v € pred(a) A{b,c} C pred(v)} (9)

Then, we infer that a has a self-influence if its current level can have an
impact on its own evolution at a given configuration o. We consider here a
configuration o of a group g of sorts having a cooperation on a. This set of
sort groups is given by X(a) (Eq. (I0)) which returns the set of connected
components (noted C) of the graph linking two regulators b, ¢ of a if there is
a cooperative sort hitting a regulated by both of them. Given a;,a;11 € L,
we pick a; € focals(a,{a;},s4(0{a;})) and ai € focals(a, {ait1},sq(0{ai+1})). If
k = j+ 1, we can not conclude as there is no difference in the evolution of both
levels. If k # j+1 and k — j # 0, then a; and a;41 have divergent evolutions: we
infer an influence of sign of k —j at threshold 7+ 1. We note that some aspects of
this inference are arbitrary and may impact the number of parameters to infer
in the next section. In particular, in some cases, the use of intervals for Thomas’
parameters drops the requirement of inferring a self-activation.

X(a)=C ((reg(a), {b,c} | Fve X Ya)\ T, {b,c} C reg(v)})) (10)

Proposition [1| details the inference of all existing influences between compo-
nents occurring with a threshold [. These influences are split into positive and



negative ones, and represent possible edges in the final IG. We do not consider
the cases where a component has no visible influence on another.

Proposition 1 gEdges inference). We define the set of positive (resp. nega-
tive) influences E (resp. E_) for any a € T by:
Vb € reg(a),b # a,
b5 a€ By <= 30 € [Loey(pray Los i bis € L,
3a; € focals(a, {o]a]}, (o {b:})), (11)
Jay, € focals(a, {o[a]}, (o {bit1})),
s=sign(k—j)Nl=1i+1
abac By & dg € X(a),0 € Ly X HbEng,EIai,aiH € L,
Ja; € focals(a, {a;},s4(c{a;})), (12)
Jay, € focals(a, {ai+1},<sg(0{ait1})),
k#j+1Ans=sign(k—j)Al=i+1

wheresG{Jr,f},§:+é>s:f,E:fés:+,sign(n):+én>0,
sign(n) = — &n< 0, and sign(0) 20.

We are now able to infer the edges of the final IG by considering positive and
negative influences (Proposition . We infer a positive (resp. negative) edge if
there exists a corresponding influence with the same sign. If an influence is both
positive and negative, we infer an unsigned edge. In the end, the threshold of
each edge is the minimum threshold for which the influence has been found. As
unsigned edges represent ambiguous interactions, no threshold is inferred.

Proposition 2 (Interaction Graph inference). We inferG = (I, E+,E_, Ey)
from Proposition |1] as follows:

Ey={abb|faSbe Bont=min{l|abbe B}
E.={abb|taSbeBnt=min{l|abbe B}

Ei:{a—>b|3ai>b€f7+/\3ai>b€ﬁ?_}

Ezxzample. The IG inference from the PH of Fig. gives E.=1{b Lach a}

and E_ = {a 2 b}, corresponding to the IG of Fig. 4| No self-influence are
inferred (X (a) = {{b,c}}, X(b) = {{a}}, and X(c) = 0).

4 Parametrization inference

Given the IG inferred from a PH as presented in the previous section, one can
find the discrete parameters that model the behavior of the studied PH using



the method presented in the following. It relies on an exhaustive enumeration
of all predecessors of each component in order to find attractor processes and
returns a possibly incomplete parametrization, given the exhaustiveness of the
cooperations. The last step consists of the enumeration of all compatible com-
plete parametrizations given this set of inferred parameters, the PH dynamics
and some biological constraints on parameters.

4.1 Parameters inference

This subsection presents some results related to the inference of independent
discrete parameters from a given PH. These results are equivalent to those pre-
sented in [10], with notation adapted to be shared with the previous section.
In addition, we introduce the well-formed PH for parameter inference property
(Property , which implies that the inferred IG does not contain any unsigned
interactions, and thus can be seen as the regular IG (I, E., E_), and that any
processes in levels; (b — a) (resp. levels_(b — a)) share the same behavior re-
garding a.

Property 3 (Well-formed PH for parameter inference). A PH is well-formed for
parameter inference if and only if it is well-formed for IG inference, and the IG
(I E,,E_,Ey) inferred by Proposition [2| verifies E+ = () and if the following
property holds:

Vb e I'Y(a),V(i,j € levels, (b — a) Vi, j € levels_(b — a)),
Ve, ((b#aAc=a)V (c€pred(a) Abe 7 (c))), (13)
bi—)Ckl—)ClGIH@bj—)Ckl—)CleH

Let K, 4, be the parameter we want to infer for a given component a € I
and A C I'"(a) (resp. B C I'"!(a)) a set of its activators (resp. inhibitors).
This inference, as for the IG inference, relies on the search of focal processes of
the component for the given configuration of its regulators.

For each sort b € I'"!(a), we define a context C , 5 in Eq. that contains
all processes representing the influence of the regulators in the configuration
A, B. The context of a cooperative sort v that regulates a is given in Eq.
as the set of focal processes matching the current configuration. C', 4, p refers to
the union of all these contexts (Eq. (L6]).

levels; (b —a) ifbe A,

Vhe I, Cyp 2 {levels (b—a) ifbe B, (14)
Ly otherwise;
A
Vo € pred(a) \ I, Cf 4 p ={v(0) | 0 € [lees-1() Ci a5} (15)
A
Ca,A,B = UbEpred(a) C12,A,B (16)

The parameter K, 4,p specifies to which values a eventually evolves as long
as the context C, 4, holds, which is precisely the definition of the focals function



(Def. [7] in Subsect. , where the focals reachability property can be derived
from Property [3| and Eq. . Hence K, 4,5 = focals(a, Cj 4 g, Ca a,p) if this
latter is a non-empty interval (Proposition .

Proposition 3 (Parameter inference). Let (X,L,H) be a Process Hitting
well-formed for parameter inference, and G = (I', E;, E_) the inferred IG. Let
A (resp. B) C T be the set of requlators that activate (resp. inhibit) a sort a. If
focals(a, C 4 p,Ca,a,B) = [ai;a;] is a non-empty interval, then K, a5 = [i; j].

Ezample. Applied to the PH in Fig. |I, we obtain, for instance, K} 43,0 = [0;1]
and K, (40,0 = [2;2], while K, 131 1c} can not be inferred. For the PH in Fig. |3}
this latter is evaluated to [1;1].

Given the Proposition [3] we see that in some cases, the inference of the tar-
geted parameter is impossible. This can be due to a lack of cooperation between
regulators: when two regulators independently hit a component, their actions can
have opposite effects, leading to either an indeterministic evolution or to oscilla-
tions. Such an indeterminism is not possible in a BRN as in a given configuration
of regulators, a component can only have an interval attractor, and eventually
reaches a steady-state. In order to avoid such inconclusive cases, one has to en-
sure that no such behavior is allowed by either removing undesired actions or
using cooperative sorts to prevent opposite influences between regulators.

4.2 Admissible parametrizations

When building a BRN, one has to find the parametrization that best describes
the desired behavior of the studied system. Complexity is inherent to this process
as the number of possible parametrizations for a given IG is exponential w.r.t. the
number of components. However, the method of parameters inference presented
in this section gives some information about necessary parameters given a certain
dynamics described by a PH. This information thus drops the number of possible
parametrizations, allowing to find the desired behavior more easily.

We first delimit the validity of a parameter (Property [4]) in order to ensure
that any transition in the resulting BRN is allowed by the studied PH. This
is verified by the existence of a hit making the concerned component bounce
into the direction of the value of the parameter in the matching context. Thus,
assuming Property [3| holds, any transition in the inferred BRN corresponds to
at least one transition in the PH, proving the correctness of our inference. We
remark that any parameter inferred by Proposition [3] satisfies this property.

Property 4 (Parameter validity). A parameter K, 4 p is valid w.r.t. the PH iff
the following equation is verified:

Va; € C((:’A,BJLZ' ¢ Ka,A,B - (Elck —a; T a; € H,c, € C{i,A,B
Ny < Kgap=j>iNa;>K,ap=7<1)

Then, we use some additional biological constraints on Thomas’ parameters
given in [I6], that we sum up in the following three properties:



Property 5 (Extreme values assumption). Let G = (I, EL,E_) be an IG. A
parametrization K on G satisfies the extreme values assumption iff:

b € F7F_1(b) #0=0¢€ Kb,U),Ffl(b) ANl € KbJ"fl(b)’@

Property 6 (Activity assumption). Let G = (I', E+, E_) be an IG. A parametri-
zation K on G satisfies the activity assumption iff:

Vb e I''Va € F_l(b), H(A; B) S ReSa,K@AB <] Kb,Au{b},B\{b}
Vb € I'Va € I'"'(b),3(A; B) € Resy, Ky a\ (0}, U0} <[ Kb.4,8

Property 7 (Monotonicity assumption). Let G = (I', EL, E_) be an IG. A para-
metrization K on G satisfies the monotonicity assumption iff:

Vbe I'V(A;B),(A'; B') € Resy, ACA'NB' C B= Ky ap <j Kpa.p

4.3 Answer Set Programming implementation concepts

It is essential to get an efficient method to enumerate all the admissible para-
metrizations. we focus on Answer Set Programming (ASP) [12] to address this
issue. The motivations are following:

— ASP efficiently tackles the inherent complexity of the models we use, thus
allowing an efficient execution of the formal tools defined in this paper,

— it is convenient to enumerate a large set of possible answers,

— it allows us to easily constrain the answers according to some properties.

We now synthesize some key points to better make the reader understand our
ASP implementation with the enumeration example.

All information describing the studied model (PH and inferred IG & param-
eters) can be expressed in ASP using facts. For functional purposes, we assign a
unique label to each couple A, B of activators and inhibitors of a given compo-
nent, which allows to refer to the related parameter (in the following, we note
K(f’ AB the parameter of component a whose regulators A, B are assigned to
the label p). Consequently, to express that it exists a parameter of component a
with the label p, we use an atom named param_label in the following fact:

param_label(a, p).

Defining a set in ASP is equivalent to defining the rule for belonging to this
set. For example, we can define an atom param_act that describes the set of all
active regulators for a parameter of component a and label p (i.e. the set A of a
parameter Kf’A,B). For example, describing the activators of Kf,{b’c}’{d} gives:

param_act(a, p, b).
param_act(a, p, c).



The absence of such a fact involving d with label p indicates that d is an
inhibitor in the configuration of regulators related to this parameter.

Rules allow more detailed declarations than facts as they have a body (right-
hand part below) containing constraints and allowing to use variables, while
facts only have a head (left-hand part). For instance, in order to define the set
of expression levels of a component, we can declare:

component_levels(X, 0..M) :- component(X, M).

where the component (X, M) atom stands for the existence of a component X
with a maximum level M. Considering this declaration, any possible answer for
the atom component_levels will be found by binding all possible values of its
terms with all existing component facts: an answer component_levels(a, k)
will depend on the existence of a term a, which is bound with X, and an integer k,
constrained by: 0 < k <M.

Cardinalities are convenient to enumerate all possible parametrizations by
creating multiple answer sets. A cardinality (denoted hereafter with curly brack-
ets) gives any number of possible answers for some atoms between a lower and
upper bounds. For example,

1 { param(X, P, I) : component_levels(X, I) } :-
param_label (X, P), not infered_param(X, P).

where param(X, P, I) stands for: I € Ky , p, means that any parameter of
component X and label P must contain at least one level value (I) in the possible
expression levels of X. Indeed, the lower bound is 1, forcing at least one element
in the parameter, but no upper bound is specified, allowing up to any number of
answers. The body (right-hand side) of the rule also checks for the existence of
a parameter of X with label P, and constrains that the parametrization inference
was not conclusive for the considered parameter (not stands for negation by
failure: not L becomes true if L is not true). Such a constraint gives multiple
results as any set of param atoms satisfying the cardinality will lead to a new
global set of answers. In this way, we can enumerate all possible parametrizations
which respects the results of parameters inference, but completely disregarding
the notion of admissible parametrizations given in Subsect. [£.2}

We rely on integrity constraints to filter only admissible parametrizations. An
integrity constraint is a rule with no head, that makes an answer set unsatisfiable
if its body turns out to be true. Hence, supposing that:

— the less_active(a, p, g) atom means that K¥ , 5 stands for a configu-
ration with less activating regulators than K7 4, 5 (i.e. A C A'),
— the param_inf(a, p, gq) atom means: K‘:,A’B < K37A,7B,,

then the monotonicity assumption can be formulated as the following integrity
constraint:

:- less_active(X, P, Q), not param_inf(X, P, Q).



which removes all parametrization results where parameters Ky 4 p and Kg ALB
exist such that A C A" and K§7A,7B, < K3 .p> thus violating the monotonicity
assumption. Of course, other assumptions can be formulated in the same way.

This subsection succinctly described how we write ASP programs to represent
a model and solve all steps of Thomas’ modeling inference. It finds a particularly
interesting application in the enumeration of parameters: all possible parame-
trizations are generated in separate answer sets, and integrity constraints are
formulated to remove those that do not fit the assumptions of admissible pa-
rametrizations, thus reducing the number of interesting parametrizations to be
considered in the end.

5 Examples

The inference method described in this paper has been implemented as part of
PINTEL which gathers PH related tools. Our implementation mainly consists in
ASP programs that are solved using Clingcﬂ The IG and parameters inference
can be performed using the command ph2thomas -i model.ph --dot ig.dot
where model . ph is the PH model in PINT format and ig.dot is an output of the
inferred IG in DOT format. The (possibly partial) inferred parametrization will
be returned on the standard output. The admissible parametrizations enumera-
tion is performed when adding the --enumerate parameter to the command.

Applied to the example in Fig. [3] where cooperations have been defined, our
method infers the IG and parametrization given in Fig.[d] Regarding the example
in Fig.[I] the same IG is inferred, as well as for the parametrization except for the
parameters K, 14y (o} and K, (¢}, 3 Which are undefined (because of the lack of
cooperativity between b and c¢). In such a case, this partial parametrization allows
36 admissible complete parametrizations, as two parameters with 3 potential
values could not be inferred. If we constrain these latter parameters so that they
contain exactly one element, we obtain only 9 admissible parametrizations.

The current implementation can successfully handle large PH models of
BRNs found in the literature such as an ERBB receptor-regulated G1/S transi-
tion model from [I7] which contains 20 components, and a T-cells receptor model
from [I8] which contains 40 componentsﬂ For each model, IG and parameters
inferences are performed together in less than a second on a standard desktop
computer. After removing the cooperations from these models (leaving only raw
actions), the inferences allow to determine 40 parameters out of 195 for the 20
components model, and 77 out of 143 for the 40 components model. As we thus
have an order of magnitude of respectively 103! and 107® admissible parametri-
zations, this model would therefore be more efficiently studied as a PH than as a
BRN. We note that the complexity of the method is exponential in the number
of regulators of one component and linear in the number of components.

4 Available at http://process.hitting.free.fr
® Available at http://potassco.sourceforge.net
5 Both models are available as examples distributed with PINT.


http://process.hitting.free.fr
http://potassco.sourceforge.net

6 Conclusion and Discussion

This work establishes the abstraction relationship between PH and Thomas’
approaches for qualitative BRN modeling. The PH allows an abstract represen-
tation of BRNs dynamics (allowing incomplete knowledge on the cooperation
between components) that can not be exactly represented in René Thomas’
formalism by a single instance of BRN parametrization. This motivates the con-
cretization of PH models into a set of compatible Thomas’ models in order to
benefit of the complementary advantages of these two formal frameworks.

We first propose an original inference of the Interaction Graph (IG) from a
BRN having its dynamics specified in the PH framework. An IG gives a com-
pact abstract representation of the influence of the components between each
others. Then, based on a prior inference of René Thomas’ parametrization for
BRNs from a PH model, we delimit the set of compatible Thomas’ parametriza-
tions that are compatible with the PH dynamics, and give arguments for their
correctness. A parametrization is compatible with the PH if its dynamics (in
terms of possible transitions) is included in the PH dynamics. The enumeration
of such parametrizations is efficiently tackled using Answer Set Programming.
We illustrate the overall method on simple examples and large biological models.

Several extensions of the presented work are now to be considered. First, we
now plan to explore the inference of Thomas’ parameters when the inferred IG in-
volves unsigned interactions, as some particular cases having such IGs are known
to have correct Thomas’ parametrization (not respecting some assumptions im-
posed in Subsect. however). Second, the inference of BRN multiplexes [19]
may be of practical interest as they allow to implicitly reduce the possible para-
metrizations by making cooperations appear in the IG. Because of its atomicity,
the PH allows to specify a range of cooperations that can not be completely cap-
tured by a single instance of BRN multiplexes, then encouraging the inference
of a set of compatible ones. Finally, in order to improve the performances in the
IG inference, we will consider projection operations on the PH structure to undo
cooperations between components and reduce the cardinality of configurations
to explore by making the interactions independent.
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