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Abstract. Personalization of content on public displays relies on the knowledge
of spectator interests and real-time recognition of social context. In busy public
places, with numerous individuals circulating daily, the knowledge of individu-
al interests becomes unrealistic. This paper presents an approach for automatic
personalization  which,  instead  of  individual  profiles,  relies  on  group  context.
The system recognizes  the constellation  of spectators  in  front  of a  public  dis-
play, based on their disposition and gender. Thus, the approach provides an im-
portant  prerequisite  for  a  completely  automated  personalization,  requiring  no
input  from  the  spectator  side,  neither  for  training,  nor  for  real-time  content
adaptation.  The  experiment  conducted  in  a  public  area  showed  that  the  pre-
sented  approach can  successfully identify the differences in  the content  obser-
vation  of various  groups.  Moreover,  the  approach  provides  an  insight  into  the
diversity of circulating groups, and gives a hint about spectators’ emotional and
conversational response to the content.

                                                      

1 Motivation

Personalized  content  on  public  displays  offers  clear  advantages:  the  users  get  direct
access to the information of their interest. A challenging task, however, is to learn the
interests  of the users and to  offer  matching  content  in real  time.  These tasks become
even more complex if the displays are installed in busy public places, where numerous
individuals  circulate  every  day.  Such  displays  have  to  learn  the  interests  of  a  huge
amount of users; moreover, they need to combine the interests of distinct individuals,
when a group of several individuals observes the content.

Another challenge relates to the implicit nature of the personalization mechanism:
the content adaptation should  happen automatically,  without any input from the user
side. Indeed, a manual input, such as activation of an online profile or switching on a
mobile  client,  is  hardly acceptable  in  a  busy public  place.  People  have  no  time and
attention  for  the  manual  input;  moreover,  they  may  be  just  unaware  of  the  input
possibility.
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Therefore,  there  is  a  need  in  a  mechanism  that  would  learn  the  interests  of  the
spectators and adapt the content completely automatically. Such a mechanism should
distinguish  between  different  profiles  of  spectators,  however,  requiring  no  explicit
input from spectator side.

The  system proposed  in  this  paper  meets  the  described  requirements.  In  order  to
illustrate the concept, imagine the following scenario. A busy train station is equipped
with  a  large  public  display.  The  display  provides  incoming  passengers  with  city-
related  advertisement  and  useful  tips.  When  a  mother  with  two  kids  passes  by  the
display, the screen advertises leisure activities for families. When a single lady passes
by,  the  display  shows  a  trendy  perfume  shop.  For  a  passing-by  couple,  the  display
shows  tips  on  romantic  cafés.  Finally,  for  a  group  of  teenage  boys,  the  display
advertises an adventure attractions park.

The learning of spectators’ interests and the real-time adaptation are enabled by the
recognition of group context. By means of a camera mounted on the display, the sys-
tem scans the composition of  the observing groups:  the number  of individuals,  their
mutual  disposition,  and  gender.  Additionally,  the  system registers  positive  emotions
of the individuals and whether they have a conversation.

In the learning phase the system tracks visual attention  of the groups and relates it
to the popularity of the content categories. During the real-time adaptation, the system
recognizes the group standing in front of the display and shows the content which has
the highest popularity within the given group.

In the current work we focus on the learning phase. By means of an experiment we
demonstrate how the system can be used to identify differences in the visual attention
(interest) of different groups. Important to mention, the notion of interest in this work
equals to  a  spectator’s  “visual  interest”.  We consider  a  person interested in the con-
tent,  if he/she spends some time observing the content.  Such an approach eliminates
the  confusion  with  person’s  intrinsic  interest  or  commercial  interest.  Although  the
question of a person’s real interest versus “visual interest” is definitely an important
point, it is out of the scope of this work. The methods to measure audience’s interest
can be found in the related literature [1]. An argument against the “visual interest” can
be the necessity of people to stand in front of the display, for instance, while waiting.
The frontal orientation of the observing face, however, does imply the visual interest
of the observer who keeps his or her face oriented to the content.

After an overview of related research, we describe the personalization mechanism
in detail. In order to prove the usefulness of the system, we present the experimental
deployment  conducted  in  a  public  area  of  a  university.  Although  this  public  space
is definitely less busy than, for example, a train station, it does represent a valid pub-
lic  space  with  active  and  irregular  circulation of  diverse  individuals.  Therefore,  this
space  is  suitable  to  prove  the  performance  of  our  system.  The  results  of
the  experimental  deployment  show  that  the  system  can  be  successfully  used  to  tag
the content according to the group-based observation patterns (visual interest). More-
over,  it  provides  interesting  insights  into  the  diversity  of  circulating  groups
and  their  emotional  and  conversational  activity  while  observing  the  presented
content.
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2 Personalization of Content

In  order  to  provide  personalized  content  in  real-time,  a  system should  (1)  learn  the
interests of the spectators and (2) be able to present the right content in the real-time
according  to  the  learnt  interests.  The  first  task  is  usually  achieved  by  tagging.  The
second task refers to real-time adaptation.

2.1 Tagging

By means of tagging, the content elements are labeled with the spectators’ interests.
The interests can be retrieved in an explicit or implicit way.

For explicit tagging, a sample of potential users is asked to rank the presented con-
tent manually [2]. Such a tagging is usually done in laboratory conditions. The users
rate  each  element  of  the  content  according  to  a  given  schema,  e.g.  a  linear  scale.
Although the method delivers precise results,  these results might not reflect the user
interests. Since the lab setting is not natural, the ranking may deviate from the prefe-
rences the users would express in a real setting. Moreover, explicit ranking requires a
significant effort from the user. The tiredness caused by the ranking routine, therefore,
may also impact the number of provided ratings and the reliability of the results [2, 3].

Explicit tagging is barely applicable for the content of displays installed in a public
place. The ranking reflects the interests only of some distinct individuals. Therefore, it
can significantly deviate from the interests of the numerous other individuals circulat-
ing  in  the  crowd.  Another  disadvantage  refers  to  the  extraction  of  group  interests.
Complex algorithms must be applied to derive the group interests from the interests of
distinct individuals [4]. The complexity grows in busy public places where the group
compositions are usually very diverse.

Implicit  tagging  is  a  more  adequate  ranking approach for  public  places.  The  me-
thod  usually  exploits  crowd  monitoring.  An  illustration  of  implicit  tagging  can  be
found  in  the  work  by Müller  and  colleagues  [5].  The  method  counts  the  number  of
frontal  faces  registered  for  every  content  element  (e.g.  a  slide).  The  element  which
has  accumulated  the  largest  number  of  the  faces  is  considered  to  be  of  the  highest
interest.  In  the  subsequent  real-time  adaptation  process,  the  “most  interesting”
element will be set to the highest priority in the content schedule.

The  approach  replicates  the  real  behaviour  of  the  spectators:  people  look  at  the
content when they are interested in it. However, the approach is not flexible enough to
distinguish between groups of spectators. What if one content element was observed
only by numerous  single  persons,  and  never  –  by couples?  The  approach,  however,
will prioritize the content element for both groups: singles and couples.

Another disadvantage of the method is the assumption that the frontal look equals
interest. Although visual attention is an important hint to derive interest, it is not suf-
ficient.  In  fact,  the  spectators  can look at  the  display for  many other  reasons  [6,  7].
For instance, the display is oriented frontally to the spectators’ path or the colours of
the  content  subconsciously  attract  attention.  Such  effects  do  not  necessarily  imply
interest. Therefore, for automatic personalization more contextual cues should be used
to support the assumption of interest.
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To  summarize,  implicit  tagging  is  the  most  suitable  approach  for  public  spaces.
Such tagging requires no user  input and reflects the natural  setting. The tagging me-
chanism must distinguish the compositions of various spectator groups.

2.2 Real-Time Adaptation

The second part of the personalization process refers to the real-time content adapta-
tion.  The  adaptation  is  based  on  the  results  obtained  by  the  tagging.  The  real-time
adaptation can rely on user contributions or work completely automatically.

The contributions-based approach requires a certain registration from the user side.
For instance, the spectators switch on their Bluetooth devices and transmit the pre-set
profiles [8, 9, 10]. The display receives the profiles and adjusts the content according
to the profile interests. By means of dedicated strategies [11] the group interests can
be  derived  from  the  individual  profiles  [12].  Although  the  contributions-based  ap-
proach provides a precise overview about the present spectators, it is hardly applica-
ble  in  a  crowded  public  place.  The  numerous  visitors  of  the  public  place  may  not
possess the required devices. And even those who possess them may simply forget to
switch the device on. As a result,  the display will retrieve an incomplete or a wrong
picture about the surrounding spectators.

The alternative automatic  approach can utilize the identity of the user.  For exam-
ple, by means of face recognition the system can understand who stays at the display,
and thus automatically adjust  the  content  [13].  Although such an approach does not
require  any  user  contribution,  it  has  to  carefully  learn  the  user  profiles  in  advance.
This  requirement  is  not  realistic  in  a  busy  public  place  with  numerous  individuals.
Müller  and  colleagues  [5]  used  face  detection  as  a  trigger  for  real-time  adaptation.
Once a face is detected in front of the display, the most popular content appears on the
screen. The method is more suitable for public places than identification: it eliminates
the unrealistic knowledge of each single individual. However, it does not distinguish
between the interests of various individuals. For instance, the content popular among
women  does  not  necessarily  match  the  content  popular  among  men.  Moreover,  the
method cannot does not take into account the composition of the spectator groups. For
example, the same content will be displayed for two teenage girls, a couple, a group
of elderly men or a mother with three kids.

All  in all,  it  is a challenging task to recognize the interests of spectators and pro-
vide the right content in the real-time. Ideally, the system should know the individual
profiles  of  the  spectators,  which  is  difficult  to  realize  in  a  busy  public  place.
Moreover,  the  system  should  work  automatically,  not  requiring  any  input  from  the
spectator side. A trade-off would be an approach which approximates to the individ-
ual profiles, but does not require the spectators to explicitly provide the system with
their profiles.

In this paper  we present  a  group-based personalization approach,  focusing on the
tagging phase. Based on the gender and disposition of detected spectators, the system
classifies the spectators into distinct groups, for instance, a couple, two men or a sin-
gle  woman.  Thus,  the  system registers  the  interest  not  of  distinct  individuals,  but  of
distinct groups. Since the detection of the spectators and the recognition of their gen-
der  are  done with a  camera,  the approach works fully automatically eliminating any
user input.
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3 Approach for Group-Based Personalization

Based on the analysis of the existing approaches for tagging and real-time adaptation,
we  came  up  with  a  set  of  requirements  for  personalization  systems  in  busy  public
places:

• the  system must  work  completely  automatically,  not  expecting  any  contribution
from the user (spectator) side.

• the  system must  capture the  group composition,  instead of identities  of distinct
individuals.  The unique groups should be defined by the characteristic features of
the group members, e.g. gender or age.

• the system must be robust against the traffic of a busy public place, taking into
account the diversity of passing-by individuals and possible groups.

The system presented in this paper meets the requirements of automatic personalization.
Below we describe how it can be used for automatic tagging and real-time adaptation.

Completely Automatic System
Content tagging and subsequent adaptation are based on the monitoring of spectators.
A camera installed on the top of the display detects the faces in the proximity of the
display (see Fig.1); the microphone detects the noise level.

Fig.  1.  Recognition  of  the  group  structure:  red  and  blue  rectangular  indicate  female  or  male
faces

The system runs face detection algorithm enabled by the SHORE [14] and SSI [15]
software.  SHORE  provides  robust  face  detection  and  gender  recognition.  For  each
detected face, it delivers the following parameters:

Gender.  The  SHORE  software  delivers  a  probability  percentage  for  the  face  being
male or female. Our system uses the threshold of 80% to accept SHORE’s decision on
gender.

Position.  The  SHORE software  provides  coordinates  of  outlining rectangle  for  each
detected  face.  From  the  size  of  the  rectangle  and  its  position  on  the  x-axis  we  can
infer the spectators’ proximity to the display, location, and mutual disposition.
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Emotional state. The SHORE software also provides emotion recognition, relying on
facial  expressions1.  The  software  delivers  percentage  on  probability  for  four  emo-
tions: “happy”, “angry”, “surprised”, and “sad”. If the probability is lower than a pre-
defined threshold,  the emotional  state  is  registered  as  “neutral”.  If  the probability of
an emotion is  higher  than the  set  threshold (we used 70%),  the  face  is  registered as
expressing the given emotion.

Besides information on detected faces, the tagging system registers whether specta-
tors  have  a  conversation.  A microphone  integrated into the camera registers the  vo-
lume  level  when  spectators  are  present  in  front  of  the  screen.  The  volume  level  is
classified into three ranges: silent (almost no sound), moderate (moderate discussion
between several individuals), and loud (active discussion).

The SSI software helps synchronize the content slide show with the data delivered
by SHORE. The SHORE and SSI software run in the background, leaving in the fore-
ground solely the content. Thus, the system runs the group recognition in a complete
automatic  way.  It  neither  requires  any input  from the  spectators,  nor  does  it  disturb
the observation process.

Capturing the Group Composition
Having the data  on present  faces,  their  gender,  and disposition,  the system can con-
clude about the group composition. The spatial disposition of the faces enables us to
determine  whether  the  present  spectators  belong  to  the  same  group  or  are  standing
alone individuals.

Robust against the Traffic of a Public Place
Generally, the number of SHORE-detected faces is not limited. The software, howev-
er, allows defining a minimal size of the face outline as a percent of the entire camera
field. We set the smallest face to be 2,5% of the field covered by the camera. Smaller
faces refer to distant persons who cannot see the content properly; thus, they are not
considered as valid spectators.

The recognition of spectator’s interest can be supported by additional cues, such as
positive emotions or discussion of the content. Our personalization mechanism regis-
ters emotions of each group member, as well as the volume level of the conversation.
However,  the  reliability  of  these  additional  cues  has  to  be  proven  experimentally.
Emotions and conversations are not necessarily caused by the display content. There-
fore,  we  consider  emotional  and  conversational  response  as  a  secondary hint  to  the
spectator’s interest.

Speaking about emotional response, it is important to mention that the interest does
not always imply positive emotions. For instance, a person can be highly concentrated
on  the  content  (thus,  interested),  but  have  a  neutral  facial  expression.  A  positive
emotion  therefore  is  not  equivalent  to  “relevant”,  but  is  a  contextual  condition  that
influences how “relevant” the content is.

1 The details on implementation are given by the SHORE authors in the related literature [14].
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4 Accuracy of Recognition

Before  the  deployment  of  the  system,  we  tested  the  accuracy  of  face  detection  and
emotion recognition delivered by the SHORE. Important to emphasize, our goal was
not  to  verify  the  accuracy  of  the  SHORE  algorithms.  This  question  has  been
elaborated  by the authors  of SHORE and can be found in the related  literature  [14].
Our  goal  was  solely  to  test  how  accurate  the  SHORE  software  performs  in  our
experimental conditions.

The test was conducted in the public area of the university,  where the main expe-
riment  took  place,  employing  the  same  displays  as  in  the  main  experiment.  For  the
test  we  presented  some  arbitrary photos  on  the  displays.  All  spectators  were  video-
recorded;  a  note  informed  them  about  the  recording  fact.  Simultaneously  with  the
video  recording,  the  tagging  system  was  running  in  the  background.  It  logged  the
detected faces, their gender, and emotions.

In total, we collected 16 hours of video, containing 128 female and 120 male faces.
The  video  material  was  manually  annotated,  registering  the  recorded  number  of  fe-
male  and  male  faces,  group  constellation,  and  emotions  (based  on subjectively  esti-
mated  facial  expressions).  The  annotation was  compared  with  the  log data,  yielding
the accuracy of recognition.

About 95% of all the faces of people standing more than 1.5 seconds in front of the
display  were  captured  by  SHORE.  The  faces  further  than  the  specified  observation
distance  (face  rectangle  covering less  than 2.5% of  the  camera  view)  as  well  as  the
faces of passers-by who just glanced at the display without stopping were not detected
by SHORE as faces. This limitation is in line with our definition of spectators: people
within a close proximity to the screen, who do stop to watch the content.

Gender Recognition of SHORE showed accuracy rate of 96% for males, and 92%
for  females.  The  system  needed  about  0.3  seconds  on  average  to  decide  on  the
gender.

Emotion  Recognition  of  SHORE,  i.e.  for  “happy”  emotion,  showed  an  accuracy
rate  of  90%  for  male  spectators  and  92%  for  female  spectators.  The  recognition  of
“surprised”,  “sad”,  and  “angry”  emotions  showed  less  reliable  results,  yielding only
60-65% of accuracy. Moreover, these emotions were recognized on the video rarely:
usually, spectators either smiled or didn’t express any emotions.

To summarize, gender recognition with SHORE can be reliably used for the group-
based personalization.  As for  the emotion recognition with SHORE, we  can reliably
apply only the recognition of  the classes  “happy” vs.  “not  happy” emotion (in other
words, “smile” vs. “no-smile”).

5 Experimental Deployment

The goal of the experimental deployment was to see how well the system can be ap-
plied for group-based personalization. In particular, we aimed to answer the following
questions:
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• Can the system identify differences in observation patterns (content preferences)
of distinct spectator groups?

• What insights into spectator groups can be gained with the system?
• Does information on emotional and conversational response deliver reliable hints

on spectator interests?

5.1 Deployment Set-Up

The system was deployed  during three  weeks  on the  displays  in  a  university  public
area. Three displays were involved in the deployment: one display situated in a lobby
and  two  in  a  passage  (see  Fig.  2).  All  displays  have  non-touchable  screens  of  62
inches and 45 inches in diagonal.

Fig. 2. The lobby display (left) and the passage displays (right) used in the experiment

The circulation of people on the premises of the university is moderate. Besides the
main “inhabitants”, consisting of about 30 researchers, the experiment area is used by
students  and visitors.  The passage  area is  often used  as a  short  cut  to  the university
canteen, the parking lot or other places within the university. During the experimental
weeks  two  events  took  place  at  the  area  adjacent  to  the  experiment  public  place;
bringing in total about 30 visitors from outside the university.

The aim of the personalization system was to tag the content newly created for the
university  displays.  The  content  was  compiled  in  a  slide  show;  the  personalization
system ran on the background. The content topics were proposed by researchers of the
university. Within a brainstorming session, the researchers came up with four content
categories: “Team”, presenting the members of the research team, “News”, informing
about  recent  info,  e.g.  upcoming  events  or  lectures,  “Department  Life”,  presenting
events  of  research unit,  “Quiz”,  posting a  tricky question about  a  research unit,  fol-
lowed by the correct answer. The researchers found these categories relevant for the
university life. However, we needed to find out whether the content would also attract
our students and visitors.

The  design  of  the  content  was  kept  consistent,  in  order  to  exclude  distractions
caused by visual  design (see Fig.  3).  Each content  slide stayed on the screen for  10
seconds.
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Fig. 3. Examples of the content: “Department Life” and “Quiz”

5.2 Tagging Procedure

In  order  to  tag  the  content  categories  according  to  the  group  interests,  the  tagging
algorithm was launched in the background of the slide show. Each display was sup-
plied by a camera with an integrated microphone. The cameras were installed on the
top  side  of  the  display  frame.  The  SHORE  software  was  processing  the  images
captured by the camera. With the frequency of 15 frames per second, SHORE deliv-
ered  information  on  each  detected  face:  gender  estimation,  coordinates  of  outlining
rectangular, and emotion estimation.

This data was processed to make an entry to the log file. Based on the number of
detected faces and the gender data, the <group composition> was calculated. Based
on the coordinates of the rectangular, we calculated <position> of each group mem-
ber. Position reflected the user location at the display (left, centre, right) and the prox-
imity  to  the  display  (near,  middle,  far).  From  this  information  we  could  estimate
whether the spectators belong to the same group (stand next to each other) or are sev-
eral distinct individuals. Based on the probability of each emotion, we registered the
resulting <emotion>. The emotion having probability more than 70% was entered to
the log. Finally, the microphone provided data on estimated <volume level>.

As  a  result,  a  log  entry  consisted  of  the  general  description  of  the  social  context
and the detailed description of each face:

<timestamp> <group composition> <volume level>
<face1><gender><position><emotion>
<face2><gender><position><emotion>

An  entry  was  added  to  the  log  every  time  the  social  context  was  changing,  for
instance,  people  joined  the  group,  people  left,  or  emotional  context  changed.  The
following lines illustrate an example of a log entry (F stands for female, M stands for
male):

<15:29:00> <2F + 1M> <loud>
<face1><F><left near><neutral>
<face2><F><left near><neutral>
<face3><M><left near><happy>
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The  log  files  were  created  for  every  day,  separately  for  each  display.  The  tagging
system did not capture any raw video and audio signals.

After the experiment, the log files were parsed. We summarized how frequently the
groups observed each content category, which emotions were expressed, and the vo-
lume of the conversations. Additional information, such as the number of all groups,
the total number of females, etc. could also be derived from the log files.

6 Experiment Results

In  total,  324.2  hours  and  4727  detected  faces  were  recorded  in  the  log  files.  The
analysis of the log files enabled us to answer all questions posted to the experiment.
First, we proved that the system is able to recognize the interests of distinct spectator
groups.   Second,  we  obtained  interesting  insights  for  the  groups  circulating  in  the
public area. Finally, we could conclude whether emotional and conversational context
can  support  the  evidence  of  spectators’  interests.  Below  we  provide  the  detailed
results.

The  system successfully  identified  the  differences  in  observation  patterns  (visual
interests) among distinct groups. Figure 4 illustrates the distribution of visual interests
among  groups  of  two  or  three  spectators.  The  illustration  clearly  shows  the  differ-
ences  in  observation  patterns:  for  instance,  topic  “News”  was  more  frequently  ob-
served  by the  group  “1  Male  +  1  Female”  than  by other  groups.  Topic  “Quiz”  was
more often observed by homogeneous groups, “2 Males” or “2 Females”. The distri-
bution refers to  the data obtained at  the lobby display;  very similar  distribution pat-
terns were observed on the passage displays. The figure reflects the interests of only
composite  groups;  the  interests  of  single  spectators  (one  male  or  one  female)  were
distributed similarly to the interests of the respective groups of two (two males or two
females).

Fig. 4. Distribution of group interests (F stands for female, M – for male). Y axis indicates the
number of times the visual interest of the group was detected

In  total,  the  system  detected  10  different  kinds  of  groups.  The  majority  of  the
detected  spectators  were  single  individuals  (see  Fig.  5).  This  finding  was  quite  sur-
prising  for  us,  since  many  meetings  and  collaborations  take  place  at  the  university.
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Observing  the  behaviour  of  spectators,  we  realized  that  in  spite  of  the  gathering  in
meeting rooms or lecture halls, the transitional public places (such as the passage and
the lobby) people mostly pass alone. Detected composite groups consisted mostly of
two persons.

(1664)

(97)

(181)

(3)

(5)

(1652)

(205)

(32)

(98)

(1)

Fig. 5. Distribution of spectator groups. M stands for male, F - for female

During the experiment the system registered a solid number of positive emotions. For
the  analysis,  we  considered  only  positive  emotions,  since  the  SHORE  software  yields
reliable recognition results only for “happy” vs. “not happy” emotions (see Section 4).

Figure 6 illustrates the distribution of positive emotions among single female and
single male spectators. We conducted the analysis on single males and females, since
they were the most represented spectator types. The analysis for other groups can be
done similarly.
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Fig. 6. Distribution of “happy” emotions

From the first  sight,  Figure 6  uncovers clear differences in the frequency of posi-
tive emotions expressed for different content topics. However, calculating conditional
probabilities  for  each topic  (considering how frequently each topic  was observed by
either group) we didn’t find any noticeable differences.

Male  spectators  showed  almost  equal  emotional  response  to  all  content  topics:
“Team” (0.34), “News” (0.34), “Department Life” (0.36), “Quiz” (0.33). Females had
a  lightly  more  frequent  positive  response  to  “Team”  (0.53)  and  “News”  (0.45);
however,  quite  a  similar  response  to  “Department  Life”  (0.4)  and  “Quiz”  (0.39).
Generally,  we  found  that  males  expressed  positive  emotions  slightly  less  frequently
than females (0.34 and 0.43).
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The  analysis  of  the  conversational  activity  was  done  in  a  similar  way.  For  the
analysis  we considered the groups of two spectators.  We chose these groups for  the
analysis,  since  the  system  mostly  detected  conversations  between  two  persons.  For
each group we calculated conditional probabilities: how often and in which volume a
group had conversations while observing the content.

The analysis  did not  reveal  any noticeable  differences.  Most  of the conversations
were done in moderate volume, independently on the content topic.

Homogeneous groups (only males or only females) were slightly more silent when
observing the content “Quiz”. Mixed groups had generally slightly more conversations
when  observing  “News”.  These  observations  can  be  explained  by  the  nature  of  the
content. “Quiz” posts the spectator a question, substituting a real conversation and thus
making  people  silent.  “News”  provokes  a  discussion  about  some  urgent  events.
However, the conversations could also be not related to the content.

7 Discussion

Below we provide the interpretation of the experiment results, addressing the research
questions  posted  above.  We  discuss  limitations  of  the  study,  further  steps,  and
possible applications of the presented approach.

7.1 Content Preferences of Distinct Spectator Groups

The experiment has shown that the group-based personalization mechanism can suc-
cessfully extract the differences in observation patterns of distinct spectator groups.

The main interest differences can be observed between homogeneous groups (only
males  or  only  females)  and  mixed  groups  (a  male  and  a  female).  Homogeneous
groups  mostly  preferred  “Quiz”  category,  whereas  the  mixed  groups  were  more
interested in “News”.

The  phenomenon  can  be  explained  by  the  relationships  within  homogeneous  and
mixed  groups.  Observing  our  spectators,  we  noticed  that  homogeneous  groups  often
represent close friends. They meet at the university not only for study-related occasions,
but also for socializing, chatting or spending a free time slot together.  Therefore, they
are likely to  involve into such an entertaining occasion as a  quiz.  Mixed groups often
represent study fellows, connected not by a friendship, but rather by a common studying
activity. They meet at the university for a certain study-related occasion, e.g. to work on
a  project  or  prepare  for  an  exam.  Therefore,  they  are  not  likely  to  spend  time  for  a
“Quiz”, but would rather pay attention to the study-related “News”.

The overall majority of spectators showed more interest to the content “Quiz” and
“News”. The preference to “News” relates to its informative content: people tried not
to miss relevant and important facts.  The preferences to “Quiz” can be explained by
its interactive nature. The quiz questions were related to the university stories. There-
fore, the quizzes not only challenged the spectators, but also gave them some curious
facts.
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Comparing  these  results  with  the  observations  of  Rist  and  colleagues  [16],  who
evaluated  various  contents  at  university  displays,  we  may  see  slight  contradictions.
The authors reported that people generally  have lower interest in entertainment con-
tent and higher interest in news. However, in their work, entertainment related to the
games which demonstratively uncover user participation. Unlike games, our entertain-
ing quiz  allows the  users  to  participate  unnoticeably,  with  no  demonstration of  suc-
cess or failure. Such unnoticeable interaction is known to be appreciated by people in
public locations [17, 18].

7.2 Gaining Insight into Spectator Groups

Detected groups contained slightly more females than males. We found this fact sur-
prising:  statistically our  technical  institute  counts  more males  than females.  One ex-
planation of this phenomenon can be the natural curiosity of women and their ability
to notice the surrounding objects better than men [19].

Analyzing  the  log  files  we  could  see  that  single  spectators  were  often  joined  by
other persons, creating a group. Such behavior is known as the “honey pot effect” [20,
21].  People are not courageous enough to demonstrate their interest in public.  Thus,
they feel more comfortable to join an existing spectator.

Among the 10 detected groups,  only 5 groups were presented in the passage area.
The  circulation  of  people  in  the  lobby is  indeed  higher,  since  it  is  a  large  recreation
room where people usually gather. The passage, on the contrary, is a narrow corridor.
People usually pass it quickly, heading to a certain room or to the canteen. The lower
number  of  spectators  in  the  passage  can  also  be  explained  by  the  orientation  of  the
displays. As mentioned by Müller et al. [22], the displays oriented at 180 degrees to the
user trajectory attract less attention than the displays oriented at 90 degrees.  This ob-
servation applies to the orientation of our displays: the passage displays are oriented at
180 degrees, and the lobby display – at 90 degrees to a typical passer-by trajectory.

7.3 Emotional and Conversational Response

Observing  arbitrary  spectators,  we  noticed  that  positive  emotions  and  conversations
are often not related to the content. They are usually brought from a dialogue preced-
ing  the  display  observation.  Therefore,  our  experiment  results  do  not  give  enough
evidence  that  detected  positive  emotions  and  conversations  were  provoked  by  the
content.

7.4 Application in Other Public Spaces

Although the experiment was conducted in a public space with rather moderate circu-
lation of people, it demonstrates that the system can be deployed in other public spac-
es.  Apart  from the university public  space scenario,  the system can be  applied in an
environment with a brighter diversity of groups.

The system installed at a large shopping mall can recognize the interests of differ-
ent customer groups. Unlike existing ambient technologies facilitating shopping expe-
rience  [23],  our  system is  able  to  learn the  interests  of  the  customers.  Based  on  the
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learnt shopping interests, the system can advertise the matching content immediately
when customers approach the display. In a similar way, the system can be deployed at
a travel  agency.  It  will  help  to  recognize  trends  in  vacation  destinations  among
couples, single travelers, families, etc.

The system can give an insight into the tastes of the people. Imagine the system in-
stalled at a picture gallery or a photo exhibition. Tracking how visitors observe the art
pieces, we can conclude which authors and which genres are popular among different
visitor groups. Such information could facilitate planning of the future exhibitions.

Finally,  the system has a potential  to impact the tastes of the people.  Imagine the
system to be installed at a university “Open Doors” day. The “Open Doors” day is an
annual event organized by universities, aimed to orient school students in the choice
of their future education. A current problem of engineering faculties is a low ratio of
female students.  The problem is partially caused by gender  stereotypes, but partially
by insufficient  awareness of school girls  about  the engineering career.  A display re-
cognizing social context could increase their awareness. Once girls are recognized in
front of the screen, the display can switch to the Engineering content.

7.5 Real-time Adaptation

The experiment illustrated how the system can be used for content tagging. The next
step,  real-time  adaptation,  can  be  achieved  by  integrating  the  extracted  preferences
into the adaptive content schedule.  Once a group approaches the display, the system
recognizes the group structure and switches to the content preferred by the group.

In order to validate the system performance for real-time adaptation, a more realis-
tic public setting is necessary. The experiment presented in this work does show that
the  group-based  approach  can  be  successfully  applied  in  a  public  setting.  However,
we found that the groups presented at the university environment are not that diverse.
A real  busy public  place,  such as a  train station or  a  shopping mall,  would be more
appropriate to test the system in real-time adaptation mode.

8 Conclusion

The paper presented a system for group-based personalization on public displays. The
system can be  used  for  the  tagging of  content  according to  spectators’  interests  and
for the real-time content adaptation.

The  advantage  of  the  proposed  invention  over  existing  systems  is  its  completely
automatic adaptation mechanism. The extraction of interests, as well as the real-time
adaptation  is  performed  automatically,  without  any  input  from  spectator  side.  This
requirement is critical in busy public places: the passers-by are unlikely to have time,
attention or means for an input.

Another  advantage  of  the  proposed  system is  its  capability  to  distinguish  between
spectator profiles. Instead of the retrieval of individual profiles (which is hardly realistic
in  a  busy  public  place),  the  system  extracts  groups  profiles.  The  groups  are  defined
according to  the number of spectators,  their  disposition,  and gender.  For  example,  the
display distinguishes between two women, a couple, a girl or a group of boys.
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An  experimental  deployment,  conducted  in  a  real  public  space,  proved  that  the
system can successfully identify the differences in observation patterns (visual inter-
ests) of different spectator groups. Moreover, the experimental results gave us insights
into  the  circulating  groups:  what  constellations  of  spectators  are  typical,  which
groups circulate in different  public areas,  what is the proportion of female and male
spectators.

Finally,  the  experiment  enabled  us  to  conclude  whether  the  tagged  data  on  the
emotional  and conversational  response can be correlated with the displayed content.
The results gave us no evidence that positive emotions and conversations are directly
related to the content. Often they are caused by events preceding the display observa-
tion. However, we have shown that the system can reliably tag positive emotions. We
believe  that  a  more  entertainment-oriented  content  (such  as  a  photo  exhibition)  can
reveal differences in emotional response. The content chosen for the experiment was
rather  emotionally  neutral;  it  addressed  the  topics  relevant  to  the  public  area  –  a
university environment.

As the next step we are planning to extend the definition of groups by recognition
of age. This advance will enable us to distinguish, for example, between two teenage
boys,  an  old  couple  or  a  mother  with  a  kid.  These  groups  are  likely  to  have  very
different content preferences.

Moreover,  we  are  planning  to  run  a  study  on  a  real-time  content  adaptation,  in
order to see how spectators accept the automatic adaptation. However, the study has
to be run in a more real public place, with diverse group profiles.
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