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Abstract. This paper presents a tone compensation method between
images to make a seamless panoramic image. Different camera settings
of input images, including white-balance, exposure time, and f-stops,
affect the overall color tone of a resultant panoramic image. Although
numerous methods have been proposed to deal with such color variations
for seamless image stitching, most of them do not properly consider the
dynamic scene in which different scene contents exist in input images.
In this paper, we propose an efficient method that takes dynamic scene
contents into account for compensating color tone difference. The pro-
posed approach consists of three steps. First, we compensate the color
tone difference by using the linear color transform with robust local fea-
tures. Second, we filter out dynamic objects (i.e., dynamic scene contents)
by measuring similarity between the linear transformed image and the
reference image. Finally, we precisely correct the color variation with de-
tected consistent regions only. The qualitative evaluation shows superior
or competitive results compared to commercially available products.
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1 Introduction

Image stitching or panorama image mosaic has received substantial attention for
decades. Since a resultant image provides wider field of view, it is well suited for
some applications such as virtual tour guide and visual surveillance. Moreover,
recent mobile phones and compact cameras have begun to embed panorama
softwares to overcome their narrow field of view.

For the stitching, the registration of input images is essential that overlays
multiple images of the same scene from the different view points at different time.
The registration methods can be classified into two categories: direct methods
and feature-based methods. Direct methods [1][2][3] use all the pixels in the
overlapping area to register images. Although direct methods often require a
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Fig. 1. Image stitching result using images with large photometric variation

user input to determine ordering of images, these show accurate results through
minimization of the error function which is defined for entire pixels. On the
other hand, feature-based methods [4][5][6] stitch each image by identifying local
features such as blobs or corner points. Such features are robust under particular
variations which cause degenerative results. Furthermore, distinctiveness and
repetitiveness of features ensure the correct alignment of an unordered set of
input images. For that reason, feature-based approaches are recently esteemed
as a standard method in commercial products.

The feature-based image registration usually consists of feature extraction,
matching, outlier filtering, and bundle adjustment steps. However, the registra-
tion of images does not guarantee a plausible stitching result since the difference
of color tones and the presence of dynamic objects cause unnatural heterogeneity
at stitched boundary. Therefore, consequent steps such as blending and optimal
seam algorithms, performed after the image registration, focus on eliminating
these artifacts to make seamless panorama images. Blending has been widely
used for seamless image mosaic. Burt and Adelson [7] introduced the multi-
band blending method that controls the degree of blending according to image
contents. Perez el al. [8] suggested Poisson blending which is developed for so-
phisticate merging. Instead of blending visual seam along the image boundary,
an optimal seam method finds a path that passes through the overlapping area
with minimum difference. Davis [9] used Dijkstra’s algorithm with difference
of intensity. Uyttendaele et al. [10] used a vertex cover algorithm and Mills
and Dudek [11] proposed compound difference of intensities and magnitude of
gradients.

Since any blending techniques can be applied after the optimal seam selection,
the combination of two methods can handle geometric miss alignment error as
well as dynamic objects. It works fairly nice, unless color tone variation is sig-
nificant. Fig. 1 illustrates the result of applying the combination of two methods
under large color tone variation. From the geometrical point of view, input im-
ages are well aligned. However, we can see the unnatural seam owing to the
photometrical variation.
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(a) input images with dynamic objects

(b) image stitching result

Fig. 2. Degenerative result due to different scene contents when using the linear color
transform [14]

Several methods have been proposed to compensate color tones while making
different assumptions on the scene. Some methods [12][13] used a histogram
matching technique and Tian el al. [14] proposed a correction method based on
the linear color transform. However, they assumed static scenes and, therefore,
dynamic objects or scenes seriously degrade the quality of a stitching result
(see Fig. 2). To cope with dynamic objects, Mills and Dudek [11] used a linear
transform with the random sample consensus (RANSAC) technique to filter
out moving objects. However, the linear color transform used in that method
cannot handle complex color variation sufficiently. Goldman and Chen [15] tried
to estimate the camera response function (CRF) and vignette coefficients from
given correspondences, and then compensated the color tone with the calculated
CRF. However, the performance of CRF-based correction totally depends on the
given correspondence and, therefore, it requires very accurate feature matching
results across images. Furthermore, if some assumptions made on the camera
parameters (such as constant focal lengths and f-stops) are not satisfied, the
CRF-based methods do not ensure plausible color tone correction results.

To resolve the problems in variety cases, we propose a new color tone compen-
sation method. The proposed method consists of a few steps. Initially, the linear
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Fig. 3. Overall procedure of the proposed method

color transform is adopted to roughly compensate the different exposure and
white balance under physically inconsistent situations. Then, geometrically con-
sistent regions (corresponding to static scene contents) are computed by using
the color histogram intersection method. Finally, globally adoptable tone correc-
tion methods such as histogram specification and re-coloring methods generate
photometrically consistent panoramic images.

2 Proposed Color Tone Correction Method

As mentioned, the proposed algorithm consists of three main parts. The first part
is the linear color transformation with robust local features. The second part is
the color histogram based intersection to detect geometrically consistent regions.
Finally, region based tone correction methods compensate the color variations of
input images. Fig. 3 shows the overall procedure of the proposed method. Here,
we assume that the input images are already well aligned geometrically in the
preprocessing stage.

2.1 Linear Color Transform with Robust Features

The objective of this step is finding a linear color transform matrix as in [14]
which compensates different camera settings such as white balances and expo-
sures. To acquire a reliable color transform matrix, measurement data points
should be physically consistent. Since the scene is not always static in practice,
we need a methodology of finding reliable matches which correspond to the same
physical scene points. For this, we use scale invariant feature transform (SIFT)
[16] which is commonly used in many computer vision applications. SIFT fea-
tures are invariant to rotation and scale changes, and it is also invariant to illu-
mination variances. Because SIFT generates feature descriptors from the image



108 Y.-H. Shin et al.

gradients and normalizes the descriptor vectors, photometric variations merely
affect the feature descriptors. Therefore, SIFT-based correspondence searching
ensures physically consistent matches and it is suitable for calculating color
transformation matrix as well.

Here, the linear color transformation approach assumes that optical sensors
work fairly linear so that pixel color or luminance values are proportional to the
amount of incoming light. Base on this assumption, a diagonal model [17] might
be sufficient for the color tone correction. However, more accurate transform is
required to deal with more complex color transition having non-linearity which is
common in practice. For example, the auto white balance compensates different
color temperatures non-linearly and the analog-digital converter for digital cam-
eras does not guarantee the linearity, neither. Therefore, to solve these problems
approximately as possible, we define the transformation matrix having twelve
degrees of freedom as below,
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where the subscript r and t indicate the reference image and the target image
respectively. The reference is automatically set among overlapping images, which
has the largest contrast of brightness. After that, the matrix representing linear
transformation between the sets of pixels, can be calculated by

MIt = Ir. (2)

The matrix M can be computed in the least square sense. The linearly trans-
formed image is shown in Fig. 4. It works well when corresponding features are
obtained accurately.

2.2 Region Searching with Chromaticity Histogram Intersection

To apply region-based tone correction techniques, we first find geometrically con-
sistent regions. Since the previous step is a feature-based technique, the trans-
form uses insufficient color information from the overlapping area. The main
concern of this step is that, although the feature-based linear tone correction
has its own strengths, it does not guarantee plausible results if there are just
a few correspondences. To deal with these problems, we introduce a consistent
region searching method based on the chromaticity histogram, which examines
geometrically consistent regions inside the overlapping area. Instead of using the
direct comparison of RGB values, we transform the color space from RGB to
chromaticity as

cr =
R

(R+G+B)
, cb =

B

(R +G+B)
, (3)
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(a) input images with dynamic objects

(b) image stitching result

Fig. 4. Image stitching result with the linearly transformed image

where R,G,B represent each RGB value and (cr, cb) represents the chromaticity.
Since this conversion reduces the dimension of the color space, it reduces com-
putational complexity while increasing the reliability of color matching under
luminance changes.

Here, instead of using individual pixel values, we define the histogram and
region based similarity measure to avoid the effect of geometrical misalignment as

∑
cr

∑
cb
min (h(cr, cb), g(cr, cb))∑
cr

∑
cb
h(cr, cb)

, (4)

where h and g represent the histogram of each image in the overlapping area.
The denominator is a normalizing constant which counts the number of pixels in
the overlapping area, and the numerator indicates summation of the intersected
histogram. As the similarity ratio increases, the intersected histogram preserves
an original shape of histogram. Therefore, it measures the region based similarity
based on the color histogram which is not or merely affected by the geometrical
misalignment errors.

Based on the color histogram intersection method, the proposed method finds
reliable regions with the following procedure. First, we initialize a binary mask
which represents the overlapping area and outside of the overlapping area (see
Fig. 5). Each pixel serves as a label where white indicates inliers and black de-
notes outliers. Second, we compute the similarity ratio and compare it with the
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Fig. 5. A mask and the illustrative procedure of splitting

predefined threshold (we use 95 percent). If the similarity is less than the thresh-
old, the region split into quad sub blocks as shown in Fig. 5. For each sub block,
we repeat the same procedure until the size of a split block becomes smaller than
the predefined size. The final result of the algorithm is the mask representing
inliers (geometrically consistent scene contents) and outliers (geometrically in-
consistent scene contents) as shown in Fig. 6. Based on this mask, region based
tone compensation is performed in the next step.

Fig. 6. Two input images and the result of the consistent region examination

2.3 Region Based Tone Correction

Since the inlier mask represents geometrically consistent regions, the last stage
of the proposed method is to create photometrically consistent results through
region based tone correction methods such as the histogram specification and
the re-coloring [18].

Histogram Based Tone Correction. The histogram based correction method
performs histogram specification for each RGB channel. It finds an mapping
function from the cumulative histogram H2 of the target image to the reference
histogram H1 as follow,

z = H−1
1 (H2(r)), (5)
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where r and z are continuous random variables representing input and output
images, respectively. Although histogram specification is simple and quite con-
ventional, it shows reasonable results. However, this method has a problem in
cope with the tone correction when the cumulative histogram changes abruptly.
For example, if one particular color is dominant and the distribution is narrow,
numerous pixels are mapped to the dominant color.

Color Transfer Based Tone Correction. In this approach, we use a color
transfer method instead of histogram specification. Color transfer or re-coloring
[18] technique initially transforms the color space from RGB into �αβ, developed
by Ruderman at al. [19], and corrects the color tone using mean and standard
deviation of each image.

Since the �αβ space has been developed to reduce correlation among channels
assuming that the human visual system is ideally suitable for natural scenes.
This color space shows the least correlation between each plane especially for
natural scenes, thus, we do not need to change the value of pixel in a coherent
way. Finally, by using characteristics of the each images in the �αβ space, the
re-colored image is obtained as below,

�′ = σ�
r

σ�
t
(�− μ�

t) + μ�
r

α′ = σα
r

σα
t
(α− μα

t ) + μα
r

β′ = σβ
r

σβ
t

(β − μβ
t ) + μβ

r ,

(6)

where σ and μ indicate standard deviation and mean, and r and t denote the
reference and the target images. Fig. 7 shows the results by using the histogram
based and re-coloring based methods, respectively.

3 Experiment

The experimental images are taken by differentiating white-balance, exposure
time, ISO, and f-stops using a Cannon 1Ds camera with a manual focus Canon
24-70mm lens. Table 1 and 2 provide the camera settings for input images in
Fig. 8 and Fig. 9. The experiment includes the results of the linear color trans-
formation, the histogram matching, and the proposed method. In addition, three
commercial products, PTGui [20], Hugin [21], and Autostitch [22], are compared
for the performance evaluation.

Fig. 8 shows the result of each approach for the static scene and the same
scene with a dynamic object. For the comparison, the second and the third rows
illustrate the results from the static scene, (a) and (b), whereas the fifth and
the sixth rows describe the results from the scene with the dynamic object, (i)
and (j). First of all, the linear transformation [14] results, (c) and (k), are hazy
because it cannot fully handle non-linear photometric variations. Moreover, (k)
is also influenced by the dynamic object. Next, histogram matching deals with
non-linearity and generates a reliable result, (d), for the static scene. However,
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(a) histogram matching result

(b) �αβ re-coloring result

Fig. 7. Results of histogram matching and �αβ re-coloring

since histogram matching does not consider dynamic objects, it is dominated by
the yellow artificial object as shown in (l). The proposed methods are shown to
be robust in both cases, (e) and (m), regardless of inconsistence scene contents.

Table 1. Different camera settings for input images in Fig. 8

- Input image 1 Input image 2

White-balance Day light Tungsten light

Exposure time 1/500 sec 1/320 sec

ISO ISO-100 ISO-200

F-stops f/3.5 f/4.5

Table 2. Different camera settings for input images in Fig. 9

- Input image 1 Input image 2 Input image 3 Input image 4 Input image 5

White-balance Day light Cloudy Day light Tungsten light Day light

Exposure time 1/200 sec 1/200 sec 1/100 sec 1/160 sec 1/320 sec

ISO ISO-200 ISO-160 ISO-500 ISO-200 ISO-100

F-stops f/8 f/6.3 f/8 f/11 f/5
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(a) input image 1-1 (b) input image 1-2

(c) linear transformation 1 (d) histogram matching 1 (e) proposed method 1

(f) PTGui 1 [20] (g) Hugin 1 [21] (h) Autostitch 1 [22]

(i) input image 2-1 (j) input image 2-2

(k) linear transformation 2 (l) histogram matching 2 (m) proposed method 2

(n) PTGui 2 [20] (o) Hugin 2 [21] (p) Autostitch 2 [22]

Fig. 8. Comparison of cropped results with other methods
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(a) a sequence of input images

(b) linear transformation

(c) histogram matching

(d) proposed method

(e) PTGui [20]

(f) Hugin [21]

(g) Autostitch [22]

Fig. 9. Comparison of results with other methods for dynamic scene contents
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(a) image stitching result for input images in Fig. 2

(b) image stitching result for input images in Fig. 4

(c) image stitching result for input images in Fig. 8

(d) image stitching result for input images in Fig. 9

Fig. 10. Results of the proposed algorithm combined with the optimal seam selection
and the multi-band blending
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In addition, commercial products are evaluated for the comparison. CRF-
based approaches, PTGui and Hugin, compute CRF based on local features,
thus, they are not influenced by dynamic objects. However, variation of un-
modeled camera parameters such as ISO and f-stops severely degrade quality of
the results, (f),(g),(n),and (o). Autostitch which uses gain compensation method
, adjusts global intensity for each channel. Thus, (h) and (p) looks better than
the original images but it also has a problem with complex color variation, plus,
(p) is dominated by the yellow artificial object.

Fig. 9 illustrates the results from a sequence of images having several dynamic
objects and different camera settings. Similar to Fig. 8, dynamic objects degrade
the results of (b), (c), and (g). Next, variation of un-modeled camera parameters
spoil the results, (e) and (f). Lastly, complex color variation causes unsatisfactory
results in (b) and (g). The proposed method can be combined the optimal seam
and multi-band blending techniques to produce more natural and realistic results
as shown in Fig. 10.

4 Conclusion

We have presented a new method which solves color tone correction problem for
seamless image stitching, especially when the scene is not static and input images
are taken with different settings. The proposed method redresses the photometric
inconsistency through the linear color transform, chromaticity histogram inter-
section, and region based compensation. The feature-based linear transform is
robust under different camera settings and the existence of moving objects. How-
ever, it is usually inadequate to solve entire color tone correction problem. To
make up this limitation, chromaticity histogram intersection is adopted to find
geometrically consistent regions. Afterwards, region based approaches compen-
sate color tone difference more accurately with the consistent regions only. The
overall procedure is designed to be used in the real environment where dynamic
scene contents exist. The experimental results show that the proposed method
is superior to the previous methods.
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