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Abstract. The John Ruskin’s 19th century adage suggests that per-
sonal taste is not merely an absolute set of aesthetic principles valid
for everyone: actually, it is a process of interpretation which have also
roots in one’s life experiences. This aspect represents nowadays a major
problem for inferring automatically the quality of a picture. In this paper,
instead of trying to solve this age-old problem, we consider an intriguing,
orthogonal direction, aimed at discovering how different are the personal
tastes. Given a set of preferred images of a user, obtained from Flickr, we
extract a pool of low- and high-level features; LASSO regression is then
exploited to learn the most discriminative ones, considering a group of
200 random Flickr users. Such aspects can be easily recovered, allowing
to understand what is the “what we like” which distinguish us from the
others. We then perform multi-class classification, where a test sample is
a set of preferred pictures of an unknown user, and the classes are all the
users. The results are surprising: given only 1 image as test, we can match
the user preferences definitely more than the chance, and with 20 images
we reach an nAUC of 91%, considering the cumulative matching charac-
teristic curve. Extensive experiments promote our approach, suggesting
new intriguing perspectives in the study of computational aesthetics.

1 Introduction

People often get enjoyment from observing images and express preferences for
some pictures over others. Surprisingly, there is as of yet no scientifically com-
prehensive theory that explains what psychologically defines such preferences
[1]. However, certain guidelines which suggest principles of general gratification
have been produced: for example, there has been an effort to infer the common
aspects determining preference by checking whether average image preference
for a group of observers can be reliably predicted from various factors in a test
set [2]. Some of these guidelines have roots in the cognitive sciences: facial attrac-
tiveness of symmetric faces is one of the most known example [3]. For real-world
scenes, there is high agreement in observer’s preference ratings: factors such as
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Fig. 1. Example of favourite images taken at random from a Flickr user

naturalness, complexity, coherence, legibility, vista, mystery and refuge seem to
produce shared agreement [4], most probably due to the survival utility of a
particular environment or viewpoint. Other guidelines are rules-of-thumbs (e.g.,
“rule of thirds”,“visual weight balance”, etc. [5]) and all of them are modeled in
a computational sense by the field of Computational Media Aesthetics (CMA)
[6]. Many CMA applications have been developed: from aesthetic photo ranking
[7,8] and preference-aware view recommendation systems [9], to picture quality
analysis [10,11].

Nevertheless, these technologies ignore the potential role that factors internal
to the observer may have on preference, summarized by the old adage “beauty
is in the eye of the beholder”. Recent studies have shown that preference for-
mation is a result of the interplay between subjective novelty, e.g. how new a
visual stimulus seems to an observer, and how well the observer is able to extract
the sense of a stimulus and to relate it to previous knowledge, defined as inter-
pretability [12]. Unfortunately, so far no automatic mechanism has been capable
to subsume such experiences, limiting the effectiveness of the CMA applications
to the sole manipulation of widely-shared preferences. Therefore, in this paper
we do not propose a strategy for assessing the quality of an image; instead,
we consider a brand-new orthogonal direction, learning the “personal aesthet-
ics traits” of people, i.e. those visual preferences that distinguish people from
each other. In particular, we take a crowdsearch approach [13] and we focus on
Flickr1, a popular website where every user can select his/her preferred photos,
by tagging them as “favorites”. This creates, for every user, a set of favorite
photos, which is often very heterogeneous and whose modeling/recognition goes
beyond standard computer vision tasks such as object/scene recognition (see fig.
1 for an example).

In this paper, we analyze the “favorites set” of 200 users to infer about their
personal aesthetics traits. To this aim, we characterize each image with different

1 http://www.flickr.com/

http://www.flickr.com/
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features, ranging from low-level color/edge statistics up to more high-level and
semantic descriptors such as object detectors and overall scene statistics. LASSO
regression is then exploited to learn the most discriminative aesthetic attributes,
i.e., the aspects that an user likes that distinguish her/him from the rest of the
community: such aspects can be easily recovered and visualized.

In the experiments, we show that personal tastes act like a blueprint for a
user, allowing to recognize him with high accuracy; in particular, given just one
image of an unknown user (the test samples), you can guess her/his identity
more than the chance, and this probability dramatically raises as you consider
a higher number of images.

Summarizing, the contributions of this paper are two:

1. A novel research direction: instead of studying which are the commonly liked
visual aspects of an image (which is what computational aesthetics does),
we explore the opposite direction, i.e., what are those aspects that allow to
distinguish different users.

2. An inference method based on LASSO regression applied to heterogeneous
visual features, which allows to obtain good recognition scores, and is highly
interpretable, giving a clear idea of the aesthetic traits that distinguish an
user from the other.

2 The Proposed Approach

Our approach is composed by two steps: feature extraction and feature weighting.
In the next sections we will thoroughly detail each one of them.

2.1 Feature Extraction

In this step, the aim is to extract as much information as possible from an image.
The idea is that we are not interested in extracting the classic aesthetic qualities
of an image, but the aspects that make an image good for particular users;
being this last goal slightly different, many factors and dimensions of analysis
can be taken into consideration, each one considered for the purpose of describing
different aspects of an image. Therefore, we wanted to span our selection from
simple and standard image descriptors up to complex and state-of-the art ones.

In the following, we explain the cues we focus on, being aware that the list is
neither exhaustive nor the best possible one; actually, our aim is to investigate
how they should be properly treated for the task-at-hand.

1. Color. We calculated the average intensity of each channel (in the original
RGB space).

2. Edges. We focused on the presence or absence of edges, as well as their
predominant direction. Does a user have a tendency to like images with
trees (lots of vertical edges)? Or maybe he is more fascinated by a sunset on
the ocean or by a flat landscape, where horizontal edges are in abundance.
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We extracted horizontal and vertical edges using the Prewitt filter, whereas
the total edges have been computed with the Canny edge detector. We con-
sidered the number of horizontal, vertical and total point of edges. To avoid
the dependence from the possible different sizes of images, the number of
edge’s pixels has been normalized by the total image area.

3. Textures. The repeated structures, or texture, in an image may be another
important aspect; to extract this information we employed MTEX toolbox
[14,15]. One of its major function is the suitability in analyzing very sharp
texture symmetries. Among the many indices that MTEX computes, we
retained the one called “texture index”, that summarizes in one value all the
information of the model fitted by the algorithm onto the image.

In addition to that, we calculate the entropy of the image, a statistical
measure to characterize the homogeneousness of an image.

4. Regions.As shown in the recent work of [16,17], objects and scene semantics
are very important to understand the subjective judgement of a picture.
Following this, we performed image segmentation collecting some low-order
statistics.

We employed the mean shift segmentation algorithm [18], and in partic-
ular the EDISON implementation [19]2. After segmenting an image we ex-
tracted i) the number of segments – measuring the regions “density” which
characterizes each image – and ii) the average extension of the regions. All
the values have been normalized w.r.t. the total image area.

5. Objects. Once again motivated by [16,17], we employed the Deformable
Part Models [20,21] system to detect objects. The algorithm works by de-
tecting and localizing a specific object (for example a plane, a cat, a chair
or a person), through the use of a model learned from a set of training ex-
amples. The system can detect different objects; in our approach we used as
features the number of times every detectable object is present in the image
(for a complete list of all detectable objects see [20]); we also retained the
average area (the algorithm gives also the bounding box of the detected ob-
jects), to guess if objects are more towards the background or the foreground.

6. Faces. As a particular class of objects – which detection has been largely
studied in the field of biometrics – we extracted the number and sizes of
the faces present in the image. We employed the standard Viola-Jones face
detection algorithm [22] implemented in the OpenCV libraries3.

7. Scenes. Finally, we focused on describing the semantic of the whole scene,
rather than the semantic of the single objects which appears in it. A very

2 The code is freely available on:
http://coewww.rutgers.edu/riul/research/code/EDISON/index.html

3 http://opencv.willowgarage.com/wiki/

http://coewww.rutgers.edu/riul/research/code/EDISON/index.html
http://opencv.willowgarage.com/wiki/
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powerful scene descriptor is the GIST [23], which, roughly speaking, mea-
sures the responses of different Gabor filters. Such filters are built to describe
the category of the scene in terms of openness, ruggedness, roughness and
expansion4.

The concatenation of all these descriptors, a vector xm of 62 elements, represents
the proposed signature for the image m. Since the value ranges are very hetero-
geneous, each feature/dimension is normalized across the images to have zero
mean and unit standard deviation. More details are given in the experimental
section.

It is worth noting that for the sake of reproducibility, every parameter of
the different off-the-shelf computer vision libraries have been left as the default
setting.

2.2 Feature Weighting

The main claim of this paper is that the discriminative aesthetical aspects of each
user can be represented by a subset of all the features considered, opportunely
weighted.

Given a pool of training images for N users, we perform a sparse regression
analysis using Lasso [24]. Lasso is a general form of regularization in a regression
problem. In the simple linear regression problem every training image, described
by the proposed feature vector and denoted with xm, is associated with a target
variable ym (in our case, it can be the discrete label representing the user who
posted it). Then, we can express the target variable as a linear combination of
the image features:

ym = wTxm (1)

The standard least square estimate calculates the weight vectorw by minimizing
the error function

E(w) =
M∑

m=1

(
ym −wTxm

)2

(2)

where in our case M correspond to the total number of images we have in
the training set. The regularizer in the Lasso estimate is simply expressed as a
threshold on the L1-norm of the weight w:

∑

j

|wj | ≤ t (3)

This term acts as a constraint that has to be taken into account when minimizing
the error function.

By doing so, it has been proved that (depending on the parameter t), many
of the coefficients wj become exactly zero [24]. Since each component wj of

4 code is publicly available on
http://people.csail.mit.edu/torralba/code/spatialenvelope/

http://people.csail.mit.edu/torralba/code/spatialenvelope/
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the weight vector weigh a different feature, it is possible to understand which
features are the most important for a given user, and which ones are neglected.

In our particular scenario, where the aim is to capture the facets of the visual
aesthetics of a user which discriminate him from other people, we performed
Lasso regression for each user separately, considering all training images com-
ing from that user to have positive label. In other words, we have to solve N
regression problems, each one returning a weight vector “user-specific” w(n),
n = 1, . . . , N .

This way, by looking at the values in w(n), we have that only the most im-
portant image features that characterize the preferences of the n-th user are
retained.

3 Experiments

3.1 Data Collection

To test our approach, we consider a real dataset of 40.000 images, composed by
200 users chosen at random from the Flickr website. For each user, we retained
the first 200 favourites5.

3.2 Testing Protocol and Preliminary Evaluation

After computing all the images’ signature, we randomly split the favorite images
of each user into a training set and a testing set (here we used a 50%/50%
splitting). Then, since the value ranges are very heterogeneous, each feature /
dimension is normalized across all training images to have zero mean and unit
standard deviation. The testing set is normalized with the constants calculated
on the training set.

Then, as explained in the previous section, one Lasso regression is learned on
the training set of each user, crossvalidating the parameter t. After estimating

w(n) for the n-th user, we calculated the regression scores β
(n)
m for each testing

image m by simply applying the product described by eq. 1:

β(n)
m = w(n)T xm (4)

As a preliminary evaluation, we used these regression scores β of the testing set
to calculate a ROC curve for each user; basically, we are building a one-vs-all
classifier that highlights the peculiar characteristics that distinguish a specific
person. It turns out that Lasso is able to capture the differences between users,
obtaining an average AUC of 69.4% with a standard deviation of 8%. Motivated
by this promising result, we investigated in detail the issues discussed in the two
next sections.

5 The dataset is available upon request at
http://profs.sci.univr.it/~{}cristanm/projects/perpre.html

http://profs.sci.univr.it/~{}cristanm/projects/perpre.html
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Fig. 2. CMC curves for our dataset. On the left: For each curve, we varied the number
of testing images to be considered as a single “set”. On the right: For each curve, we
varied the number of images used to train Lasso.

3.3 Matching the Personal Aesthetics

In this section, we want to answer this question: how many images are needed
to guess the personal aesthetics preferences of a person? Re-formulating the
question, we want to prove if we are able to guess the user who tagged an image
or a set of images. This task is intrinsically much more difficult than the previous
one: instead of testing one user vs all the others, we are trying to predict which
one tagged an image as favorite, on the basis of the “subjective” peculiar traits
the image contains.

Intuitively, a single image does not contain every facet of the visual aesthetics
sense of a person; the idea is to consider a set of testing images, and guess if the
set contains enough information to catch the preferences of the user, allowing to
identify him among all the others.

To do so, we exploit the fact that given a testing image xm (or a set of images
{xs}Ss=1), we can evaluate – for each user n – its corresponding lasso estimate

β
(n)
m (or, in the set case, the mean of the estimates of each image 1

S

∑
s β

(n)
s ).

This value can be used as a score to rank the different users. Hopefully, the user
with highest score is the one who originally faved the photo (or group of photos).

To show the results, we build a CMC curve [25], a common performance
measure in the field of re-identification [26]: given a test set of images coming
from a single user and the membership score discussed, the curve tells the rate
at which the correct user is found within the first k matches, with all possible k
spanned on the x-axis. Figure 2 shows various CMC curves for our dataset.

On the left, we reported four different CMCs, trying to vary the parameter
S, which tells how many images are aggregated to form a single test object.

From the figure it is evident that performing the task of identifying correctly
a user with a single image (black dotted line) is very difficult. However, as soon
as the number of testing images grouped together increase a little, a consistent
improvement can be noted. This is in line with our hypothesis: we are aggregating
information from heterogeneous images, each one characterizing only a small
portion of the user subjective tastes.
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On the right, we assessed the importance of the training set size by keep-
ing the test parameter S fixed to 20. As expected, by lowering the number of
training elements, it is more difficult to learn the users’ preferences and their aes-
thetic sense uniqueness. For both figures, the normalized Area Under the Curve
(nAUC) has been reported in the legend.

As a final comment, it is also worth noting that, even if at CMC rank 1 we
achieve in the worst case a 3.9% rate of correct identification, this is higher that
the probability we have to recognize the user by mere chance (which amounts
to 0.5%).

3.4 Feature Analysis

This section is aimed at providing a qualitative evaluation of the proposed ap-

proach, showing that the regression score β
(n)
m provides a valid measure of the

preferences of an user, while the weight coefficients in the vectorw(n) provides an
interpretable description for his visual aesthetic sense. First of all, we performed
the following experiment: given a user, we considered all testing images m we

have, and we sorted them according to their regression score β
(n)
m . The higher

the score, the higher the probability that the user may have actually faved the
image. Figure 3 briefly sketches the results; each column correspond to a Flickr
user and the first 10 rows (before the white space) are favorite photos chosen
from the training set of the user: we computed regression scores on the training
set, and in the figure the top 10 are shown. The next images are the 10 testing
images (coming from all users) with highest regression score; we highlighted with
a blue box the ones that actually belong to the favorites of the user in hand.

The first column reveals some interesting information: although the highest
test image for the user is not on his favorites set, it can have some visual appeals
reflected on some of the images on his training set (see for example the lines on
the spider web, or the red sunsets). It seems that a sort of “internal coherence”
starts to show up.

We then looked into the weight coefficients for some users after learning the
sparse regression model. For 3 random users, we reported the vector w in figure
4, on the right of their training and predicted preferred images. For visualization
purposes, we labeled the 5 most prominent features (i.e. the ones with highest
weight value): actually, the discriminative preferences of a user are determined
by some features that have to be present in the pictures (high positive weight
in the figure). As an example, by looking at the last bar-plot, it seems that
faces, and some peculiarity in the textures are very important to the user; this is
verified in his favorites, that contain faces, and gray-level images with a similar
textural pattern.

As a final test, we have calculated the mean of the absolute values of the
regression scores of all the subjects (Fig.5) This will show in general which are
the most discriminative features for all the considered users. Interestingly, it
seems that the low level features like color, texture, regions play a primary role
compared to high-level cues like the scene or the objects.
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Fig. 3. Training and recognized testing images for different users. Each column is a
user, and the first 10 images comes from his training set. In the half-bottom part,
we show the first 10 testing images for that user, ranked on the basis of their regres-
sion score (the first being the one with highest score). In blue, correct matches are
highlighted. A “coherence” between training and testing images can be seen.
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Fig. 4. Most prominent features for 3 users taken from the dataset. In the first two
blocks of figures, training and testing elements are shown, in the same fashion of figure
3. On the right, for each user, a bar plot of each feature’s importance is shown. The
height of each bar represents the value of the corresponding weight.

Fig. 5. Mean of the absolute values of the regression weights over all users in the
dataset
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4 Conclusions

This paper proposed an innovative way to deal with image aesthetics: instead
of focusing on the design of common rules of likeliness, we proceeded in an or-
thogonal direction, modeling the aesthetics differences which characterize many
users. This is possible by crowdsearching huge Internet databases as the Flickr
repository: we considered 200 users, 40.000 different images. The results may
be summarized as follows: different users have different preferences, and these
preferences can be employed to identifying the users with high precision; this
precision depends on how many images you take into account, but with even
an image, you can match the user preferences with an accuracy higher than the
chance. This opens up to a set of interesting applications: given a set of images
on a publication, you can infer who are the users that most probably will like
them all; this could be a novel kind of recommender system, which subsume the
aesthetic statistics of a set of images, matching with the personal preferences of
each one of us. More intriguing, what if we consider a huge number of users?
Imagine to have millions of users, and to apply our framework: the idea is that
the classical image aesthetics could be found by checking the features that are
not discriminative (i.e., they are liked by everyone), while discriminative aspects
could be seen as outlier aspects that make our preferences so unique. These two
perspectives are actually under study, with promising preliminary results.
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