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Abstract. We consider the task of semi-supervised classidica extending
category labels from a small dataset of labeledngkaes to a much larger set.
We show that, at least on our case study task,pemgised fuzzy clustering of
the unlabeled examples helps in obtaining the learsters. Namely, we used
the membership values obtained with fuzzy clusteds additional features for
hard clustering. We also used these membershigyatureduce the confusion
set for the hard clustering. As a case study, veeapplied the proposed method
to the task of constructing a large emotion lexibgrextending the emotion la-
bels from the WordNet Affect lexicon using varidaatures of words. Some of
the features were extracted from the emotionaéstants of the freely available
ISEAR dataset; other features were WordNet distamcethe similarity meas-
ured via the polarity scores in the SenticNet resmuThe proposed method
classified words by emotion labels with high accyra

1 Introduction

We consider the classification task, which consistassigning to each object one
label from a predefined inventory of labels. Typisapervised classification task

consists in learning the classification rules frartest set of labeled examples, in or-
der to later apply the learned rules to previoushgeen examples and thus assign
them a specific label.

In contrast, unsupervised classification task.echllso clustering, consists in find-
ing internal structure in a set of data items ideorto group them together. Such
grouping can be interpreted as assigning the iteategory labels, where belonging of
two items to the same group is interpreted as asgjghem the same label. Note that
unlike in the supervised learning, the unlabeleth dl@ms, or at least a large amount
of such items, are available to the classifiehatttaining stage and are used for train-
ing, i.e., fining regularities in the dataset. e ther hand, no specific predefined



inventory of labels is used in unsupervised classibn: the groups themselves are
considered equivalent to the labels.

Semi-supervised learning lies in the middle betwiase two extremes. The task
consists in using both a small number of labeledngles and a large number of
unlabeled examples in order to learn to assignidafpem a predefined inventory to
unlabeled examples. The advantage of this task uvsunpervised classification is in
assigning specific labels, while advantage overestuped classification is in using
much smaller training labeled dataset, with thd latinformation from labeled ex-
amples being compensated by the information exddafrtom a large set of unlabeled
examples.

In this paper we propose a method for semi-supsavisarning, which consists in
fuzzy clustering the large set of unlabeled exaspded then using the information
on the found fuzzy clusters as additional featfmesupervised learning from labeled
examples.

In order to evaluate our proposed method, we agptieo the task of building a
large emotion lexicon by extending emotion labetsrf a small seed labeled lexicon
to a larger set of words. Building emotion lexicamgurrently a very important task.
While emotions are not linguistic entities, the mosnvenient access that we have to
them is through the language (Strapparava andwalif004). Huge bodies of natu-
ral language texts in Internet contain not onlyiniative contents but also such in-
formation as emotions, opinions, and attitudes. lysis of emotions in natural lan-
guage texts and other media is receiving consideerahd rapidly growing interest
from the research community under the umbrellaubfectivity analysis and affective
computing.

The majority of subjectivity analysis methods rethto emotions are based on text
keywords spotting using lexical resources. Varimehiniques have been proposed for
constructing dictionaries of sentiment-related vgorlor emotion detection, the Af-
fective Lexicon (Strapparava and Valitutti, 2004)small well-organized dictionary
with affective annotation, is currently one of thest widely used resources.

The aspects that govern the lexical-level semamtientation depend on natural
language context (Pang al., 2002), language properties (Wiebe and Mihalcea,
2006), domain pragmatic knowledge (Aue and Gam685}, time dimension (Read,
2005), colors and culture (Strapparava and OzIHIQP as well as many other as-
pects. Combining all these aspects of emotion taigm is related with human psy-
chology and is a multifaceted problem (Liu, 2018hough a word may evoke dif-
ferent emotions in different contexts, an emotiexidon is a useful component for
any sophisticated emotion detection algorithm (Mohead and Turney, 2010) and is
one of the primary resources to start with.

The rest of the paper is organized as follows.dati®n 2, we discuss related work.
An overview of the algorithm is given in SectionSection 4 presents the fuzzy clus-
tering step of the algorithm, and Section 5 thalfinard clustering step. Section 6
outlines an application of the proposed algoritlinatproblem of constructing of an
emotion lexicon via semi-supervised learning angsents the experimental results.
Finally, Section 7 concludes the paper.



2 Related Work

A number of research works aimed to create subjectand sentiment lexica (Hat-
zivassiloglou and McKeown, 1997; Wiebe, 2000; Rikifal., 2003; Baroni and Veg-
naduzzo, 2004; Kampat al., 2004; Hu and Liu, 2004; Andreevskaia and Bergler
2007; Voll and Taboada, 2007; Baretal., 2008; Baccianellat al., 2010). Several
researchers have contributed to the study of seenar¢ntation of words (Kobayashi
etal., 2001; Turnewt al., 2003; Takamurat al., 2005).

However, most of these resources give coarse-glailassification (e.gpositive,
negative or neutral sentiment). Other than WordNet Affeanhd General Inquirérwe
are not aware of widely used lexical resourcesfife-grained emotion analysis. In
particular, the SenticNet resource (Camigtial., 2010; Cambria and Hussain, 2012)
currently provides only polarity information buttrgpecific emotion labels.

A number of other related research attempts faaiety emotions are found in the
literature. Elliott (1992) considered direct ematidenoting words. Read (2005) used
term co-occurrences with emotion seeds. SidorovGastro-Sanchez (2006) used a
linguistic-based approach. Neviarouskayal. (2009) hand-crafted rules for detect-
ing emotions. The machine learning approach by étla. (2005) used a large num-
ber of emotion-related features, including emotimrds. Recently, the application of
“Mechanical Turk” for generating emotion lexicon gklammad and Turney, 2010)
was shown to be a promising research direction.

Some results (Yat al., 2003; Awadet al., 2004; Boley and Cao, 2004) show that
clustering technique can help to decrease the @ditplof Support Vector Machine
(SVM) training. However, building the hierarchicstfucture in these algorithms is
computationally expensive. Cervantgsal. (2006) presented an SVM classification
algorithm based on fuzzy clustering for large dmts. We follow a similar approach
and show its effectiveness on the task of clasgifgimotion words.

3 Overview of the algorithm

The main idea of the method consists in using uesiged fuzzy clustering to pro-
vide additional features and reduce the confusa@rfa the supervised hard cluster-
ing algorithm.

Specifically, the input data of the algorithm catsn a large number of items, or
data points (words in our test case) characteliged number of features (that form
feature vectors). A small amount of data itemslalbeled with the desired categories;
the task consists in extending the labels to atlaga items.

Typically, supervised machine learning algorithewrh from the labeled examples
only. For example, in Fig. & shown are data points characterized by one featur
(more features would be difficult to show in thguie); four examples are labeled
with the category “~" and four with the category”“+Apparently, the data point

1 http://iwww.wjh.harvard.edu/inquirer



marked with a question mark should be labeled &sbfecause it lays to the right of
the line separating the two sets.

However, analysis of the whole set of data itenwashin Fig. 1b), both labeled
and unlabeled, suggests that there are two clusiatsthe point in question rather
belongs to the one with most items labeled as Irdeed, fuzzy clustering assigns
membership values in two clusters, characterizedhsy two centroids shown in
Fig. 1(c), with the share of membership being larger inl#ieone than in the right
one.
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Fig. 1. The idea of the method.

In our method, we add these membership values difcahl features of the fea-
ture vectors, as shown in FigdL(If the fuzzy clustering reflects properties bt
data relevant for the task, then in this higherafigional space the data items are
better separated than in the original space, with mew coordinates providing
stronger clues to the classifier and the gap beidgr than in the original problem.

In addition, in case of multi-category classificati we restrict the confusion set
for the classifier to the categories that corresptmnthe best and second-best mem-
bership value for each data point, as explaine8dantion 5. This requires an addi-
tional step of identifying the centroids with thetegories; in Fig. 1 we would identify
the left centroid with the category “—” and thehtigpgne with “+”.

With this, our algorithm consists of the followistgps:



1. Fuzzy clustering of the whole set of data pointthbdabeled and unlabeled ones,

into the number of clusters equal to the numberatégories;

Identifying each cluster with a category label;

3. Restricting the confusion set to the best and stb@st category according to its
membership values in the corresponding clusters;

4. For each pair of categories, training a binary gifas using only the labeled
examples for which these two categories were prediat the step 3 and for
which the training label is one of the two (foritiag, we discard those items
whose known label is neither of the two labels taol the confusion set for this
item is restricted);

5. Finally, assigning the category to each unlabeksd goint by applying the clas-
sifier trained for the pair of categories predictedthis data point at the step 3.

N

In the next sections we explain these steps irldeta

4 Fuzzy Clustering

The first step in our two-step process was unsupeivfuzzy clustering. Specifically,

we used the fuzzy c-means clustering algorithm @@kz 1981). Below we give the

necessary background on this algorithm in the gérese, and then introduce our
modification to the general procedure.

4.1  General procedure

Informally speaking, fuzzy clustering consists iptimal grouping of given data
points together (that is, clustering) but in suclvay that each data point can be
shared by one or more clusters by belonging pbrtialone cluster and partially to
another. In addition, each group is characterize@slocation in the same space as
the data points, that is, via a fictional data po@presenting the “center” of the clus-
ter.

Formally, fuzzy clustering consists in finding imet feature space a set of points
called centroids;, i = 1, ...,c (wherec is the desired number of clusters), and a set of
membership valuegy, k = 1, ...,N (whereN is the nhumber of available data points),
that minimize a given objective functiadk{ 4}, {v}). The centroids characterize the
constructed clusters, while the membership value®ften called membership func-
tions, being considered as functiops(x) = f4) are interpreted as a degree with
which a data poimt, belongs to the cluster characterized by the cehiyo

Depending on the task, such a degree can in turoughly interpreted as a prob-
ability of that the data point belongs to some étrbut unobservable hard cluster. In
particular, the total membership of one data piviratl clusters must be a unity:

i,uik =1 1)

for eachk =1, ...,N.



Often (though not in our particular case, see 8neti2) the functiod is taken as

N
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where the exponential constgminfluences the degree of fuzziness of the obtained
membership functions, and the notation

ol = 2w ®

denotes the square of the Euclidean length inpheesofm featuresu,, are the coor-
dinates of a data point in this space and is the number of features given for the
task—the dimensionality of the problem.

The standard procedure for fuzzy clustering cossistthe following. The objec-
tive function (2) together with the constraints {donsidered as a constraint optimi-
zation problem, which can be solved with the metbbtagrangian multipliers. This
method consists in reducing a constraint optimiraproblem to an unconstrained
optimization problem in a higher dimensional spabe: problem of finding an opti-
mum of the Lagrangian of the original system (2), The Lagrangian is constructed
as follows:

L(v,,u,)l):J+i/|kgk. (4)

where A are newly introduced auxiliary variables,y, andA are shortcuts for the
sets ofv;, 1, andA,, and the functions

Ok :1_iﬂik )

are the penalties for violation the constraints (1)

Optimal solutions of the original system (1), (@ncbe shown to be stationary
points of its Lagrangian (4). The converse is reniegally true, but in real-life appli-
cations it can be assumed to hold. The problenhefpresence of maxima or local
(but not global) minima of (4) is also conventidgagnored in real-life applications
unless the experimental results suggest their pcese

With these assumptions, solving the original systgm(2) is reduced to finding a
stationary point of (4). This, in turn, is redudedinding a point¥, 4, A) at which

Vi, OMy O,

(6)

foralli=1,..,cm=1,..n k=1, ...N, wherev,, is them-th coordinate of; in the
feature space. Note that the last equality is edent to the constraints (1), so only
the other two values are to be derived separately.



Computing-wise, the stationary point is usuallyrfdwith a the following iterative
procedure:

— Aninitial point v, & A) is chosen arbitrarily.

— At each iteration of the algorithm, each of theans (6) is solved with respect
to the corresponding variable; z, or A) assuming the other values to be
fixed, and the point is moved to the solution.

— The iterative process stops when the change obbfective function] between
iterations becomes smaller than a predefined stoaltants.

The final position of the point/( 4, A) is taken as an approximate solution.
For faster convergence, when choosing the initightp the constraints (1) are en-
forced by normalizing the initially random values fr

JTpp—_ 7)

Z,uij
j=1

Thus, the algorithm is completely defined by theiapns (6), which are to be
solved with respect te andy (the auxiliary variabled are of no interest).

4.2  Modified objective function

To obtain more compact clusters, we used the fafigwnodified objective function
J; cf (2):

c N

=53 Ix o B | > ®
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i=1 k=1

where the balancing constamtcontrols the effect of the additional member, &mel
setsN, are obtained in a process of intermediate harsteting. This process of hard
clustering consisted in relating each point witle thearest centroid poin€(x) =
arg min | —vi||; then the hard clusters were obtaine@as{x | c(x) = vi} and Ny =
Ci such thakk 0cC.

While the analytical solution for the standard @hije function (2) is well-known,
we had to derive the solution for our modified ftiog (8).

Namely, for our modified objective function, thedrangian (4) is given by

c N N c
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Then the first part of (6) has the form
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for alli =1, ...,c, or, in coordinate notation:
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from which we have (back from coordinate notatiowéctor notation):
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Similarly, the second part of (6) has the form
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foralli=1, ...cck=1, ...N,i.e.,
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Substituting this value in (1), we have



A= P (11)
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It is the values (9) and (12) that we used foritbeative re-calculations at the sec-
ond step of the algorithm mentioned at the endextiSn 4.1 above (the values fr
are not really needed, though one can use (113ltolate them).

5 Classification

Recall that our task was semi-supervised learniveg:had a great amount of data
items without known category for each item, andrals amount of data items for
which the desired category has been manually asdignthe training set; our task
consisted in extending this labeling to the whaléadset.

The baseline classification method—supervised iflea8on—consisted in using
the feature vectors (the same vectors as thosenasisin the previous section) of only
those data points for which the category was knfram the labeled training data set.
With those points, a classifier was trained; thga tlassifier was applied to each data
point for which the category was unknown, in ortterelate it with some category.
With this, each data point to be labeled was prsr@separately.

In contrast, our semi-supervised method used tieenial structure learnt in an un-
supervised manner from the raw data set, to hapstipervised classifier in making
its decisions.

For this, we first conducted fuzzy clustering oé twhole available dataset (both
labeled and unlabeled data points). Then we extetiteN-dimensional feature vec-
tors byc additional features: the membership values obthinghe fuzzy clustering
step. The resulting)l + c features were used for hard classification inubeal way.
The importance of the additionafeatures was in that they were likely strong predi
tors of the final class.

To take a further adventure of this fact, we ret#d possible outputs of the classi-
fier to only two variants—those that were predicbsdthec features obtained from
the fuzzy clustering: namely, to those two variahist corresponded to the highest
and the second highest membership functions.



For example, givert = 6 clusters as the target, if a data point hadftifiowing
membership functions in the clusters that corredpdrio the following categories

clusteri 1 2 3 4 5 6
membershigs 0.1 0.2 0.1 0.5 0.0 0.1
category APPLE ORANGE PEAR BANANA COCONUT LEMON

then we forced the hard classifier to choose (ualag other features not shown here)
only between the categori@RANGE and BANANA for this data point, because these
categories corresponded to the clusters to whietgtben data point was predicted to
belong with the best and the second best degree.

However, for this we needed a mapping between fudagters (centroids) and
categories. To find such a mapping, we used a simmaljority voting. First, for each
data point we selected only one cluster: the onghith it has the greatest member-
ship (in case if several clusters tie, an arbitiamg was chosen). Next, for each clus-
ter, the category was chosen to which the majaftthe points associated with it at
the previous step belonged; again, ties were reddby a random choice. While this
procedure can potentially result in not one-to-agoerespondence between clusters
and categories, this did not happen in our expearisme

Since the hard classifier thus needed to choosehmtlveen two possible labels, a
binary classifier such as SVM was a natural choie. trained a separate classifier

c
for each pair of categories to choose from, thatis trained(zJ separate binary

classifiers: a classifier for two categories C, was trained on all training data points
known to belong to Cor known to belong to £

Finally, to classify each unlabeled data point, degermined the two categories
that constituted the confusion set for it (thosthwie highest membership functions)
and used the corresponding binary classifier.

6 Case study: Semi-supervised Learning of an Emotiobexicon

We applied our method to the task of semi-supeavisarning of an emotion lexicon.
A detailed account of the features used for clasgibn and the obtained results can
be found in (Poriat al., 2012a, b, 2013).

An emotion lexicon is a dictionary that specifies €ach word the main emotion
typically communicated by the text where the wardsed, for example:

Word Emotion category Word Emotion category
offend ANGER congratulate Joy

detestable DISGUST cheerless SADNESS
cruelty FEAR puzzle SURPRISE

(examples borrowed from WordNet Affect (Strapparaval Valitutti, 2004)). We
assumed that words similar in some way, such #ésein usage or with similar infor-



mation associated with them in existing dictionsrighould be related with the same
emotion.

With this, we applied the classification technigigscribed in the previous sections
to the task of extending the emotion labels froamall existing emotion lexicon to a
much larger set of words for which we could collgafficient information to form the
feature vectors.

As a source of labeled examples, we used the nmeatigvVordNet Affect lexicon.

It classifies words and some simple phrases (sacitase away or the green-eyed
monster) into Six categoriesANGER, DISGUST, FEAR, JOY, SADNESS andSURPRISE

For classification, we used two groups of featdioesvords:

— A number of similarity measures. One set of measwrere nine similarity
measures based on WordNet (Miller, 1995) calculateith the Word-
Net::Similarity package were used. Another set wangilarity measures based
on co-occurrence (more specifically, the distanetvben occurrences) of the
concepts in an emotion-related corpus, specificallyhe International Survey of
Emotion Antecedents and Reactions (ISEAR) dat&sdtdrer, 2005); see details
in (Poriaet al., 2012a, b). To incorporate a similarity measiwsa deature for the
feature vectors, we considered each word or corioeptir vocabulary as an in-
dependent dimension, and the corresponding codsdirfar a given word were
its similarity values with each word in the vocadmyl

— The data from the ISEAR dataset. This dataset stnsif short texts (called
statements) describing an emotional situation, estatement being annotated
with 40 parameters, including the emotion that stegement describes (though
the inventory of the basic emotions used in theAREataset slightly differs
from that using in WordNet Affect). We considerextle value of each parameter
given in ISEAR as an independent dimension, ancttiteesponding coordinate
value of a concept found in SenticNet was the nunolbéimes that this concept
was found in the ISEAR statements annotated withvllue of the parameter.

The rich set of features facilitated the unsupeislustering of concepts in such a
way that the concepts related to similar emotioasassociated with the same fuzzy
clusters.

We applied our method to the following sub-corpnd eature set combinations:

C: all words (after stemming) found in the ISEAR akdt. There were 449,060

distinct stemmed words in this dataset. No simifanieasure was used.

- Cco the same corpus, but features based on the agrecce similarity measure
were used for this experiment.

— Cwa: only words that co-occurred with those from WoedMffect in an ISEAR
statement. There were only 63,280 distinct stemwiads in this sub-corpus.

- C', C¢o Civa: the same sets, but WordNet-based and co-occegamed similar-

ity measures were used in these experiments.

For evaluation, we used the membership value obdad the step of fuzzy cluster-
ing for the class that corresponded to the labeseh at the step of final hard cluster-
ing as a confidence measure. In each corpus, wetedltop 100 words with the best



confidence measure, and calculated the accuradieofinal hard classification on
this set. We compared the accuracy achieved bynmethod with the accuracy
achieved for the same words by the baseline met®g@M without the fuzzy cluster-
ing step. The results are shown in Table 1.

Table 1. Accuracy (%) of the baseline (SVM only) and the
proposed classifiers for top 100 confidence womlsliferent subcorpora.

SVM  Fuzzy SVM  Fuzzy
Sub-corpus only +SVM Sub-corpus only +SVM
Cco 84.10 87.44 Ceo 86.77 87.44
C 83.22 88.01 c 85.19 90.78
Cwa 88.23 92.56 Cwa 91.67 95.02

One can observe from the table that with each coatioin of a sub-corpus and the
feature sets employed in the experiment, our meftiedoted as Fuzzy + SVM in the
table) significantly outperforms the baseline (S\dkly) method.

7 Conclusions

Semi-supervised learning consists in using theristreicture of the set of unlabeled
examples to aid supervised learning for classificabasing on a small nhumber of
labeled examples.

We have proposed a two-step process for semi-sispdriearning. At the first
step, unsupervised fuzzy clustering of all avadatdata is performed. The resulting
membership functions are then used for two purpdse®duce the confusion set for
each data item and as additional features in thrife vectors. At the second step, a
set of binary classifiers for the reduced confussets are trained in the extended
feature space and are applied to assign the lab#ie unlabeled data points.

We tested our method on an important task: construof emotional lexicon. In
this task, data items were words (we experimentid amost half million words)
and a rich set of features were extracted fromraatien-related corpus. In addition,
a number of similarity measures were used as festuramely, for each word and
each similarity measure that we used, the simjlaritlues between the given word
and all words in the vocabulary were used as idd@&i features. This gave a very
large feature set suitable for unsupervised cligier

Our experiments have shown that our suggested ohethtperforms the baseline
classification technique, which was SVM withoutgorfuzzy clustering. In the future,
we plan to conduct similar experiments on othesgifecation tasks, in order to esti-
mate the limitations and applicability of our methio a wider class of classification
problems.
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