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Abstract. Motivated by the organization of distributed service systems,
we study models for throughput scheduling in a decentralized setting. In
throughput scheduling, a set of jobs j with values w;, processing times
pij on machine i, release dates r; and deadlines d;, is to be processed
non-preemptively on a set of unrelated machines. The goal is to maximize
the total value of jobs scheduled within their time window [r;, d;]. While
approximation algorithms with different performance guarantees exist for
this and related models, we are interested in the situation where subsets
of machines are governed by selfish players. We give a universal result
that bounds the price of decentralization: Any local a-approximation
algorithm, o > 1, yields Nash equilibria that are at most a factor (a+1)
away from the global optimum, and this bound is tight. For identical
machines, we improve this bound to ¢/e/({/e — 1) = (a + 1/2), which
is shown to be tight, too. The latter result is obtained by considering
subgame perfect equilibria of a corresponding sequential game. We also
address some variations of the problem.

1 Model and Notation

We consider a non-preemptive scheduling problem with unrelated machines, to
which we refer as decentralized throughput scheduling problem throughout the
paper. The input of an instance I € Z consists of a set of jobs [J, a set of
machines M, and a set of players V. Each job j € J comes with a release time
r;, a deadline d;, a nonnegative value w; and a processing time p;; if scheduled
on machine ¢ € M. Machines can process only one job at a time. Job j is feasibly
scheduled (on any of the machines) if its processing starts no earlier than r; and
finishes no later than d;. For any set of jobs S C J, we let w(S5) = >, g w; be
the total value. Each player n € A controls a subset of machines M,, C M and
aims to maximize the total value of jobs that can be feasibly scheduled on its
set of machines M,,. Here M,,, n € N, is a partition of the set of machines M.
In this paper we are interested in equilibrium allocations, which we define as
an allocation in which none of the players n can improve the total value of jobs
that can be feasibly scheduled on its set of machines M,, by removing some of its
jobs and adding some of the yet unscheduled jobs. Here we make the assumption
that a player cannot make a claim on jobs that are scheduled on machines of
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other players. An equilibrium allocation is a (pure) Nash equilibrium (NE) in a
strategic form game where player n’s strategies are all subsets of jobs S, C J.
If jobs S,, can be feasibly scheduled on machines M, then player n’s valuation
for Sy is w(Sn) = > cq, wj, and we let w(S,) = —oo otherwise. Furthermore,
the utility of player n is —oo whenever S, is not disjoint with the sets chosen
by all other players. This way, in any strategy profile (S, )nen that is at Nash
equilibrium, the sets S,, n € N, are pairwise disjoint.

Our main focus will be the analysis of the price of decentralization, better
known as the price of anarchy (PoA) [I1], lower bounding the quality of any
Nash equilibrium relative to the quality of a globally optimal allocation, OPT.
Here OPT is an allocation maximizing the weighted sum of feasibly scheduled
jobs over all players. More specifically, we are interested in the ratio

w(OPT)
PoA =sup sup ——=, 1
I€Z NEENE(I) w(NE) @

where NE(I) denotes the set of all Nash equilibria of instance I. Note that OPT
is a Nash equilibrium too, hence the price of stability, as proposed in [I], equals 1.

In general, the question whether a strategy profile (S, )nen is a Nash equi-
librium describes an NP-hard optimization problem for each player, even if each
player controls a single machine only [I4]. Therefore, we also consider a relaxed
equilibrium condition: We say an allocation is an a-approximate Nash equilib-
rium (a-NE) if none of the players n can improve the total value of jobs that
can be feasibly scheduled on its set of machines M,, by a factor larger than a by
removing some of its jobs and adding some of the yet unscheduled jobs. By the
existence of constant factor approximation algorithms for (centralized) through-
put scheduling, e.g. [3/4], the players are thus equipped with polynomial time
algorithms to reach an o-NFE in polynomial time, for certain constant values a.

As an interesting variant of the model described thus far, we also propose
to analyze the price of anarchy for subgame perfect equilibria of an extensive
form game as introduced by Selten [12/17]. Here, we make the assumption that
players select their subsets of jobs sequentially in an arbitrary but fixed order.
In that situation, the n-th player is presented the set of yet unscheduled jobs
J — U<y, Si, from which he may select a subset S, once, and is not allowed to
revoke this decision later. For the special case where all machines are identical,
the resulting subgame perfect equilibria of the extensive form game are provably
better than Nash equilibria of the strategic game.

2 DMotivation, Related Work and Contribution

Our motivation to study this problem is to analyze the performance of decen-
tralized service systems, where jobs are posted, e.g. on a portal, and service
providers can select these on a take-it-or-leave-it basis. The problem can be seen
as a stylized version of coordination problems that appear in several application
domains. We give three examples: (1) When operating microgrids for decentral-
ized energy production and consumption, the goal is to consume locally produced
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energy as much as possible. Here, jobs can be defined as the operation of ap-
pliances (e.g. operating a washing machine), bounded by a time window and
attached with a certain $-value. Machines, on the other side, are local energy
producers like PV-panels or micro CHPs [2I15]. (2) In cloud computing, service
providers such as Amazon and Google provide an infrastructure service, that
is, provide a virtual machine with a specific service level for a certain period of
time. The aim of a federated cloud computing environment, e.g. [6], is to “co-
ordinate load distribution among different cloud-based data centers in order to
determine optimal location for hosting application services ”. (3) In private car
sharing portals like Tamyca or Autonetzer [19], clients post car rental requests
for a certain time period, and the price they are willing to pay. Car owners in the
vicinity can select requests and rent their car(s). Stripping off the online nature
from these applications exactly yields the type of problems we address.

The underlying non-strategic optimization problem is sometimes referred to
as throughput scheduling. See for example [3], and follow-up papers, e.g. [4]. In
the 3-field notation of [9], the problem reads R|r;| > w;U;, where R denotes the
unrelated machine model, r; specifies that there are release dates, and the objec-
tive is to minimize the total weight of late jobs. In terms of the optimal objective
value this is equivalent to the maximization objective considered here, yet it is
standard to revert to the maximization version for the purpose of approximation.
Indeed, approximation algorithms for several versions of the maximization prob-
lem have been discussed in the literature, e.g., with or without weights, identical
or unrelated machines, most notably [34]. Special cases that are of particular
interest are the single machine case with unit weights and zero release dates,
solved in polynomial time by the Moore-Hodgson algorithm [16], and the case
with identical machines and unit processing times, which can be cast and solved
as an assignment problem [5]. To the best of our knowledge, the decentralized
version that we propose here has not been addressed before.

Our contribution lies in the informal claim that the price of decentralization
is very moderate: If local decisions of all players are approximately optimal with
performance guarantee «, then any equilibrium allocation is not worse than an
(a4 1)-fraction of the global optimum. We improve this to ~ (a4 1/2) when all
machines are identical, and when we consider only subgame perfect equilibria
of a corresponding extensive form game. Along the way, we also obtain some
additional insights.

3 A First Encounter

Ezample 1. There are two players N = {1, 2}, each controlling exactly one of two
related machines M = {1, 2}, with machine speeds s1 = 1,2 = %, respectivel.
There are two jobs J = {1,2} with processing times p; = ps = 1, deadlines
di =1,dy = % and values w; = wy = 1. Release dates are ry = ro = 0. <

In this example, when job 1 is allocated to machine 1 and job 2 to machine
2, both jobs can meet their respective deadlines. This is obviously an optimal

! This is a special case of the unrelated machine model by letting Dij = Dj/Si-
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allocation. However when job 2 is allocated to machine 1, only one job can be
scheduled before its deadline. See also Figure [Il Note that both allocations are

OPT NE

pr=ld =1
81:1 I 81:1
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SS9 =

p2 = 17d2:1%

Fig. 1. Optimal solution and Nash equilibrium in the case of related machines

a Nash equilibrium. Now w(OPT)/w(NE) = 2/1 = 2 for the second allocation,
and we see from this simple example that

PoA > 2

in (), even for the case of related machines, unit weights, unit processing times
and zero release dates. The strategic form game for Example [I] with both Nash
equilibria in boldface is shown in Figure[2l A corresponding extensive form game

player 2
0 {1} {2} {12}
0 0010 o] 01 |0 o0
{1} | 1,0 |—oo,—o0o| 1,1 [—00,—00
{2} 1 1,0 | 1,—0c0 |—00,—00|—00, —00
{1,2}|—00, 0|—00, —0co|—00, —00|—00, —00

player 1

Fig. 2. Strategic form game for Example [l with Nash equilibria

where players select their jobs sequentially, player 1 first, and suppressing the
solutions for the trivially inferior strategies {1,2}, is shown in Figure Bl Note
that each subgame perfect equilibrium of this extensive form game yields an
allocation that corresponds to a Nash equilibrium of the strategic form game.
Yet the extensive form game has generally more Nash equilibria (here, 3) due to
richer strategy spaces of players.

4 Bounds for Approximate Equilibrium Allocations

The players problem to decide if a strategy is at equilibrium is polynomially
solvable only for special cases. For instance when jobs have unit values and zero
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player 1

0,0 0,—oc0 0,11,0 —o0,—c0 1,1 1,0 1,—0c0 —o00,—00

Fig. 3. Extensive form game for Example [[] with subgame perfect equilibria

release dates, and when each player controls exactly one machine, the Moore-
Hodgson algorithm [I6] maximizes the total number of early jobs. But when
players control more than one machine, the players problem is NP-complete as
generalization of the makespan minimization problem on parallel machines [§].
When the machines M, of a player n are identical, and jobs have unit processing
times, the players’ problem can be cast and solved as an assignment problem
[5]. In most other cases, the players’ problem is NP-complete. For example, for
a player that controls a single machine, when jobs have zero release dates, but
arbitrary processing times and weights, the problem is (weakly) NP-hard [I3I10].
Adding nontrivial release dates makes the problem strongly NP-hard [I4].
Therefore, we consider a relaxed equilibrium concept, assuming that play-
ers strategies are only approximately optimal. This leads to the concept of a-
approximate equilibria, which has lately been discussed also in the literature on
computing Nash equilibria, for instance in the context of congestion games [I§].
Approximate Nash equilibria can also be defined by allowing additive deviations
instead of relative deviations, e.g. [7], but given that there exist constant-factor
approximation algorithms for throughput scheduling, e.g. [3[4], it appears more
reasonable to work with relative bounds here. We say the allocation is an a-
approximate Nash equilibrium, or a-NE, if no player n can improve the total
value of its jobs by a factor larger than «. That said, we obtain the following.

Theorem 1. The decentralized throughput scheduling problem has PoA = a + 1,
assuming that equilibrium allocations are a-approximate Nash equilibria. The
lower bound PoA > o+ 1 even holds for the special case of unit values w;, unit
processing times p;, related machines and zero release dates.

Proof. First we prove PoA < « + 1. Take any instance with optimal solution
OPT and Nash equilibrium NEE7 and let NE,, and OPT,,, n € N, be the jobs
allocated to player n in NE and OPT, respectively. For any S C J,let S = 7\ S
be the complement of S in 7.

Since all jobs in NE are available, and all jobs in OPT,, can be feasibly be
scheduled by player n, by the definition of a-approximate Nash equilibrium, we
have for all n, aw(NE,,) > w(OPT, N NE). Now we get, by using linearity of
the objective function across players,

2 In a slight abuse of notation, we use OPT and NE to also denote the set of feasibly
scheduled jobs in the respective solutions.
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Fig. 4. Optimal solution and a-NE in case of related machines

(o + DYw(NE) > aw(NE) + w(OPT N NE)
= Zn aw(NE,) +w(OPT N NE)

> > w(OPT, NNE) + w(OPT N NE)
= w(OPT).
To prove PoA > o + 1 we give a tight example.

FEzample 2. Consider an instance with unit processing times p; = 1, unit values
w; = 1, related machines, and zero release dates. Assume w.l.o.g. that @ = p/q,
p > q, and assume players deploy an a-approximation each. There are ¢ + 1
players A/, each controlling one of ¢ + 1 machines M = {1,...,¢ + 1} with

machine speeds s1 =1 and sp =s3 =+ =441 = 1/(p+¢) for some 0 < & < 1.
There are p + g jobs J = {1,...,p+ q}. Jobs J1 = {1,...,p} have deadline p.
Jobs Jo ={p+1,...,p+ q} have deadline p + ¢. N
Here, machine 1 can schedule at most p jobs. Machines 2,...,q+ 1 can schedule

no jobs from J; and only one job from Js each. In OPT all p+ ¢ jobs are feasibly
scheduled: jobs J; on Machine 1 and each of machines 2,...,q¢ + 1 has one job
from Jo. Now consider the a-approximate Nash equilibrium where only ¢ jobs
are scheduled: Machine 1 schedules all g jobs from J;, and machines 2,...,q¢+1
schedule no job. This is indeed an a-approximate Nash equilibrium, as machine
1 can schedule at most p = aq jobs, and since all jobs from J> are scheduled on
machine 1, machines 2,...,¢ 4+ 1 cannot improve from their 0 jobs either. See
Figure @ for an illustration. We conclude that PoA > (p+¢)/q¢ = a + 1. O

Note that & = 1 in the special case where the players can verify if a solution is a
Nash equilibrium; in that case PoA = 2. Also note that the given upper bound
is universal in the sense that it is independent of how the (a-approximate) Nash
equilibrium is obtained. It is conceivable that specific algorithms can yield a
better bound for the price of anarchy. However, the existence of more complicated
counter-examples for specific algorithms is not unlikely either, and we did not
take the effort to find them.
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5 Subgame Perfect Equilibria

We here propose to analyze the extensive form game in which the players select
their subsets of jobs sequentially, and are not allowed to revoke their decisions
later. Following Selten [I7], an equilibrium of an extensive form game is called
(a-approximate) subgame perfect if it induces a (a-approximate) Nash equi-
librium in every subgame. The following example shows that indeed, not all
(a-approximate) Nash equilibria are (a-approximate) subgame perfect.

Ezxample 3. There are n players each controlling one of n identical machines
M={1,...,n},and 2n—1jobs J = {1,...,2n—1} with unit weights. Jobs J; =
{1,...,n} have processing time 1/n and deadline 1. Jobs J» = {n+1,...,2n—1}
have processing time 1 and deadline 1. N

In OPT, machine 1 schedules jobs J; and machines 2, ..., n schedule jobs J3.
Consider Nash equilibrium NE where each machine schedules one job from J;.
Note that NE' is indeed an equilibrium: no machine can schedule more than one
job without exchanging jobs with another machine. See Figure [l for an illus-
tration. For this instance w(OPT)/w(NE) = 22=1 — 2 for n — co. This Nash

n

OPT NE
p1:%,d,:1,1‘,:1...n

pi=1ldi=1li=n+1...2n—-1

EEENR

Fig.5. An optimal solution and a Nash equilibrium in case of identical machines

equilibrium is not subgame perfect, however. In any subgame perfect equilib-
rium, the first player would necessarily schedule all jobs from J; on his machine.

This example also shows that the identical machine model does not allow an
improvement of the result of Theorem [Il Although non-subgame perfect equi-
libria might seem unrealistic, the equilibrium obtained in this example is quite
reasonable: In a round robin assignment, each player chooses to schedule the
most flexible available job(s) first.

Remark: Tt is not hard to see that each subgame perfect equilibrium of the
sequential game proposed here corresponds to an outcome equivalent Nash equi-
librium of the (non-sequential) strategic form game that we studied in Section [l
In that sense, our move to subgame perfect equilibria indeed makes sense from
the perspective of worst case analysis.
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6 Identical Machines

In this section we improve our previous results for the special case of identical
machines when considering (a-approximate) subgame perfect equilibria of an
extensive form game in which players select their jobs sequentially in any order.

6.1 Identical Machines: Lower Bound

We give a lower bound on the price of anarchy for subgame perfect equilibria.

Theorem 2. PoA > {/e/($/e — 1) for identical machines, even in the restricted
model where we only consider a-approximate subgame perfect equilibria, and for
unit processing times, unit weights, and zero release dates.

Proof. We give a corresponding example.

Ezxample 4. There are n players controlling one of n identical machines M =
{1,...,n}. There are n? jobs J = {1,...,n?} with unit processing times and
unit weights. Jobs have deadlines § € {1,...,n} and for each deadline, there are
n jobs with this deadline, that is, for all 6, d; =0 for j =14 (6 — 1)n,...,dn.q

We refer to jobs as d-jobs, 6 = 1,...,n. In Figure [6] we see an instance and
solution for n = 5 and a = 2 (that is, machines use a 2-approximation).

For each of the jobs, the number displayed on it corresponds to its deadline.
In OPT, every machine schedules n jobs with different deadlines, ordered by
increasing deadline. Therefore w(OPT) = n?. We construct an a-approximate
subgame perfect equilibrium, say S, as follows. For every machine i = 1,...,n
in this order, we find the maximum number of jobs that can be scheduled, say
0;, and let S; be the [o0;/a] jobs with the largest deadlines (which are the most
flexible jobs). For example, for n =5 and a =2, w(S) =3+3+2+2+2=12
as can be seen in Figure [l We bound w(.S) in the following way. In S, denote
by r5(i) the fraction of d-jobs on machine i, relative to the total number of
jobs on machine i. Let 75 = Y, 75(i). In our example, 74 = 0+ 5 +1+1+0.
Observe that ) ;r; = n for any allocation. In S, any machine scheduling a 6-
job, does not schedule any job with deadline (6 + 2) or larger, hence it schedules
at most [(d +1)/a] < (§ +1+ a)/a jobs. Therefore, each job with deadline §
contributes at least a/(d + 1+ a) to 5. For any § for which all n §-jobs are
allocated in S, we get s > na/(6 + 1+ «).

Now, for some ¢’ > 0, by construction of the allocation we have that all n
0-jobs with § = n — ¢’,...,n are fully scheduled, as well as a fraction of the
(n — (8’ +1))-jobs. We get

- - no " nao
> > _— > —dd. 2
n_é_;&m_é_nz_&cs—l-l—ka_/5_71_5/54—1—1-04 2)
Because the last term is upper bounded by n, we can derive an upper bound
on ¢’. In fact, basic calculus shows that
(h+1+a)(5e-1) _ [ n

o
§ > = ——dd > n,
% 5:n_5/5+1+01
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OPT
1 2 3 4
1 2 3 4
1 2 3 4 4 4
1 2 3 4 4 4
1 2 3 4 3 3

Fig. 6. Optimal solution and 2-approximate subgame perfect equilibrium in case of
identical machines. Numbers denote job deadlines.

which together with (2] yields that §' < (nt1+0)(Ve=l) Because only -jobs

e

with § > n — (8’ + 1) are scheduled, we conclude that

(n+1+a+ L) (ge—1)

w(S8) < (8 +1)n < {;571 ‘n.
We see that
w(OPT) > nie — Ve for n — o0
wiS) T (n+ltat gl (ge—1) Vel ’
and the claim follows. O

Note that the lower bound construction assumes that players choose the most
flexible jobs first, which seems reasonable. The bound also holds for the case
with unit processing times, where we may assume that the players use optimal
strategies [5], that is @ = 1. For that case, the result shows that the price of
anarchy can be as high as e/(e — 1) ~ 1.58.

6.2 Identical Machines: Upper Bound

To derive a matching upper bound for identical machines, when considering only
subgame perfect equilibria, we use a proof idea from Bar-Noy et al. [3] in their
analysis of k-GREEDY, but need a nontrivial generalization to make it work for
the case where players control multiple machines.

Assume there are n players and m identical machines, and each player i con-
trols m; machines. Denote by S; the set of jobs selected by player i, and S = |, S;
the total set of jobs scheduled in an a-approximate subgame perfect equilibrium.
The following lemma lower bounds the total weight collected by 1.



Decentralized Throughput Scheduling 143

Lemma 1. We have for all players ¢

w(S;) > miw(OPT (J\UM Sj)) :

mo

where OPT (W) denotes an optimal solution for any given set of jobs W and m
machines.

Proof. Let W := J\ Uj<i S;. Let OPT'; denote the maximum weight set of jobs
that can be scheduled by player i. Observe that w(OPT;) > (m;/m)OPT(W).
This follows because player i could potentially select the jobs scheduled on the
m; most valuable machines from OPT (W), as all machines are identical. Now,
by definition w(S;) > w(OPT;)/a > mw(OPT(W))/(ma). Here, the first in-
equality holds because we assume an a-approximate Nash equilibrium, and in
particular no player will choose a subset of jobs that is not disjoint from the
subsets selected earlier. ad

We are now ready to prove the following.

Theorem 3. PoA < {/e/(/e —1) for identical machines and a-approzimate
subgame perfect equilibria.

Proof. Due to space limitations, we skip some technicalities of the proof, but
give the main idea here. Let v := ma, and recall that w(OPT) = w(OPT(J))
denotes the value of the optimal solution. We use Lemma [Tl to get

w(S;) > %w (OPT (j\UM Sj)) > mT (w(OPT) -3 w(sj)) :

j<i
where the latter inequality holds because w(OPT) — 3 _;_, w(S;) represents the

value of a feasible solution for the jobs J \ U, ,S;. Add Z;;ll w(S;) to both
sides to get

1<

% i—1

> w(s)) > miw(yOPT) +1 ;mi > w(S;). (3)

j=1 j=1
We prove by induction on ¢ that

/

S (s > Lm0 =™ opry,
=1 A
where m/ = Z;:1 m;. When ¢ = 1, we can show by induction on m; that

w(Sy) > Ww(OPT). Assume the claim holds for 7 — 1. Applying the
induction hypothesis to [B) we get

: i PT —m; i1 — — 1)™i-1
3 w(sy) = w(yo ) 42 7’" 2 5] S oPT).
’7 i—1

j=1
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This can be used to prove the inductive claim, using basic but careful calculus.
Hence we get for i« = n (see also [3, Thm 3.3])

n

w(s) =3 w(s;) > =0 =D opr).

m
Jj=1

We get

" _ (ma)™ Ve
A e pr e

where the the last inequality follows because the right hand side is exactly the
limit for m — oo, and the series b,, = (ma)™/((ma)™ — (ma —1)™) is mono-
tone in m, with b; = a < /e/({e—1). O

Theorems 21 and B yield PoA = ¢/e/({/e —1) when considering only a-
approximate subgame perfect equilibria. Basic calculus shows that

1 1
05+§S %/(%‘USQ‘F—l
e —

for a > 1. Also, for @ — oo this value approaches « + % Note that for a =
1,PoA=¢/(e—1) ~ 1.58.

Concluding Remarks

We briefly mention some more results for the the case a = 1, that is, the case of
Nash equilibrium allocations. Due to space limitations, any details are deferred
to a full version of this paper.

First, we can show that the bound PoA = \/e/(y/e — 1) for identical machines
with unit processing times, unit weights and zero release dates holds without
requiring that the Nash equilibria are subgame perfect. Next, we can generalize
our results to a setting where bundle costs are not additive: When w(J) #
> jeswj, but if we know that that >°. ;w;/B < w(J) < B, ;w; for all
J C J and for some parameter 3 > 1, then we can show that PoA = 5% 4 32.
(Note that 8* 4+ 3% = 2 for 8 = 1.) Also, when we allow players to afterwards
trade one single job, or even a set of jobs (for money), we can show that this
does not improve the PoA substantially.

The most challenging next step from an application viewpoint is to consider
online settings. When the goal is (constant) competitive ratios for online-time
models, however, we will most probably need to revert to preemptive scheduling
models.

Acknowledgements. Thanks to Johann Hurink for some helpful discussions
on the context, and Rudolf Miiller and Frits Spieksma for very helpful remarks.
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