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Abstract. In this paper, a hybrid framework for creating an instruction video by 
means of motion capture technologies will be explained. In this video an 
animated pedagogical agent named Anastasia (animated assistant for tasks in 
industrial applications) provides human operators with assistance while 
performing maintenance tasks in IPS2. Firstly, the paper contains a description 
of the creation process of an animated pedagogical agent which will be 
illustrated step by step on Anastasia. Secondly, the motion capture technology 
in form of a data glove will be presented. Thirdly, the concept and 
implementation how to improve realism of Anastasia by using the data glove 
will be introduced. 
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1 Introduction 

The growing global competition with emerging BRICS nations forces internationally 
operating industrial companies to work out a unique selling point and to gain a 
competitive edge. To keep up, high technology companies develop extremely 
customized industry solutions combining products and services. These, so called 
Industrial Product-Service Systems (IPS2) are characterized by a variety of different 
users, contexts of usage and highly specialized products and services. Human 
operators working in these settings are in charge of the "supervisory control", which 
includes monitoring the system process and performing tasks that cannot be 
automated efficiently such as maintenance or overhaul (Sheridan in [12]). This 
constellation oftentimes forces human operators to unexpected and unpracticed 
interventions which could be risky for man, machine and environment (Reason  
in [9]). 

As to the initially illustrated situation, an urgent need of coherent and 
understandable user support exists by taking different user populations and contexts 
into account (Uhlmann et.al. in [17] and Schmuntzsch in [13]). This project focuses 
on the design of multimodal instructions in IPS2 so that the given user support for 
human operators provides practical and intuitive information on actions, technical 
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processes and potential hazards. A prominent and successful method, used for 
instance in online markets and computer games, is to provide instructions to a 
multitude of different users by an animated character. However, there are only few 
examples when it comes to technical contexts (Ziegler and Zülke in [21]). One 
important reason might be the complexity and great adaptability in industrial settings 
which makes it difficult as well as time and cost consuming to apply animated 
characters for industrial tasks. However, through huge technical progress and reduced 
prices, motion capture technologies, traditionally applied in film and gaming industry 
and ergonomics research, nowadays are increasingly used in further areas (Bergler in 
[1], Brodie et.al. in [2] and Xsens in [20]). These increased opportunities are used in 
our project to combine the motion capture technology with the modeling of an 
animated pedagogical agent, who demonstrates how to perform a maintenance task in 
an instruction video. The realism of finger movements is a key to more realistic 
instruction videos. That’s why, in this study, the focus is on increasing the realism of 
hand in the instruction video by integrating a motion capture system into the design. 

The article is organized as follows. Hereafter in Section 2, the design process of the 
animated character and the therefore used software tools are presented. Section 3 
gives insides how the finger movements are captured using the data glove. The 
mapping procedure and the overall framework are clarified in Section 4. The article 
concludes with a discussion of the main experiences and challenges of the realization 
process. 

2 Animated Characters 

2.1 Theoretical Classification 

The enormous variety of animated characters can be subdivided into two basic 
categories: humanoid and nonhumanoid types. For the first group, the humanoid 
characters, exist numerous terminologies, such as virtual human (Rickel in [10]) or 
digital human (Lopiccolo in [7]), digital actor or synthetic actor (Thalmann in [16]), 
animated pedagogical agent or virtual (interface) agent (Rickel and Johnson in [11]). 
Even though they all seem similar, slightly different meanings are noticeable. For the 
purpose of this work, an animated pedagogical agent seems appropriate. Due to 
having sufficient knowledge about the content and reacting properly towards user 
inputs, animated pedagogical agents are used to facilitate the learning processes 
(Lester in [6]). Apart from that group, virtual (interface) agents also suggest an 
interesting alternative. These characters can be split into avatars, assistants and actors. 
Relevant to us are especially actors because they represent a computer-based human 
acting in a virtual setting whose behavior cannot be influenced by the user (Mase in 
[8]). Functioning as instructor, advisor, motivator or companion, animated characters 
are widely used in different application fields, mainly in computer games and 
entertainment, e-commerce and learning environments. There, they not only support 
users by giving stepwise instructions, but also by evoking the feeling not to be left 
alone with a problem (Fröhlich and Plate in [3]). In several user studies, it has been 
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shown that humanoid characters can increase user satisfaction and entertainment 
value (Lester in [6]). Furthermore, it has also been found out that a true-to-life 
representation of a virtual character leads to an increased user motivation and 
readiness to work (Johnson et.al. in [5]). Thus, one can state that its mere presence 
creates a pleasant working atmosphere for users. Working in technical contexts means 
learning oftentimes complex factual as well as practical knowledge. For these kinds of 
settings, there is much less examples for user support (Ziegler and Zülke in [21]). A 
relatively well known example is the animated pedagogical agent Steve who functions 
as tutor teaching students how to use or overhaul complex machines (Rickel and 
Johnson in [11]). Particularly for such industrial tasks, animated pedagogical agents 
provide many advantages. For instance, the interactive demonstrations make it 
possible to teach users how to perform physical tasks such as repairing equipment. 
That way, different sequences of events, which have to be carried out to fulfill a task, 
can be reproduced stepwise. Another important factor, as to Rickel in [10], is the 
agent’s gaze and gestures. Due to their familiarity and human likeness they seem to be 
very suitable as attention guides. Further advantages of animated pedagogical agents 
are their expressed emotions and personality as well as the associated story and 
character. This helps to increase the learning motivation as well as to capture and to 
hold attention. All the mentioned aspects can be seen as key factors to trigger user’s 
emotions and to gain a better understanding of the required technical procedures and 
knowledge. 

2.2 The Creation Process of Anastasia and Her Technical Equipment 

As to the above mentioned advantages of using animated pedagogical agents 
especially for teaching technical procedures, in the project it was decided to model a 
female character and to name her Anastasia which also stands for animated assistant 
for tasks in industrial applications (Schmuntzsch et.al. in [14] and [15]). This acronym 
indicates the function and the field of application of Anastasia, as well. 

In order to finally realize the instruction video in its present form several steps had 
to be carried out. This meant to realize various 3D concepts, to acquire data from the 
data glove, to send remote animation scripts over network, and to integrate all the 
existing software components. Here, a mixture of different software tools such as 
MakeHuman, Autodesk Inventor and Blender had to be used. MakeHuman is free 
software for the modeling of three dimensional humanoid characters. It is released 
under an open source license and available for various operating systems such as 
Windows, Mac OS X and Linux (www.makehuman.org). Autodesk Inventor is 3D 
mechanical solid modeling design software for creating 3D digital prototypes used in 
the design, visualization and simulation of products (usa.autodesk.com/autodesk-
inventor). Finally, Blender is a free and open source 3D computer graphics software 
product used for creating animated films, visual effects, interactive 3D applications 
and video games (www.blender.org). Creating Anastasia the first step was to design a 
model of an animated assistant with the software tool MakeHuman 1.0 alpha 6.0 as 
shown in Figure 1a. Then, the created model was exported as so called "Blender 
Exchange" in mhx file format. 
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2.3 Animating Anastasia 

After creating the virtual character Anastasia and her technical equipment the further 
animation process of the instruction video took place in two steps. In the first step, the 
main body movements of Anastasia and the animation regarding other system 
components were created. This was realized manually in Blender "Pose Mode" as 
shown in Figure 3a by moving Anastasia’s body parts and position in the 
environment. Whereas in the second step, finger movements of Anastasia are 
acquired using the data glove, and integrated into Anastasia’s motions. This process 
will be explained in detail in Section 3. Both created body poses and finger 
movements were saved as key frames. Oral explanations synchronous to Anastasia’s 
actions are integrated as third person narration, and finally the instruction video was 
exported as a video file, a screenshot of which is shown in Figure 3b. 

 

Fig. 3. (a) MakeHuman model imported into Blender and shown in "Pose Mode" where 
possible body movements are illustrated; (b) beginning of the instruction video 

3 Motion Capture 

Motion capture technologies are being used in ergonomic research and in the film 
industry for quite a long time (Bergler in [1], Brodie et.al. in [2] and Xsens in [20]). 
IPS2, on the other hand, is a rather new field of application. Growing product 
complexity and increasing heterogeneity of users and contexts highlight the 
importance of understandable and illustrative user support such as instruction videos. 
Creating these videos, one can make use of motion capturing in order to increase 
realism, as it is widely done in film industry. However, most of the time, the focus in 
such videos, is on the hand, respectively on the fingers. The more realistic are the 
fingers modeled the more realistic is the instruction video. That’s why, the focus of 
the study is on increasing the realism of hand in the instruction video by using a data 
glove to capture finger movements of the human operators. In the following two 
subsections, the data glove used in the study will be described. Furthermore, it will be 
explained in detail, how the calibration for increasing realism was managed. 
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3.1 Data Glove 

Depending on the sensors being used, the data glove systems available on the market 
can be grouped into four categories: optical, mechanical, inertial and bend (VRealities 
in [18] and Inition in [4]). Each system has its advantages and disadvantages. For 
instance, optical systems are relatively cheap, but the occlusion problem is inevitable. 
Mechanical systems are relatively robust, but they are ergonomically hard to use. 
Inertial systems are precise, yet considerably expensive and very sensitive to 
magnetic interference. Our working environment has high magnetic interference and 
as the human operator moves around freely, system components are being 
continuously occluded. Consequently, the cheapest easy-to-use system that fits our 
working environment was the X-IST Wireless DataGlove that has bend sensors on 
fingers (X-IST in [19]). The data glove and the micro milling machine while the 
human operator is replacing the spindle are as shown in Figure 4a. 

 

(a) (b) 

Fig. 4. (a) The micro milling machine and the data glove while the operator is replacing the 
spindle; (b) the distribution of bend sensors on finger joints 

In X-IST Wireless DataGlove the sensors are located on finger joints as shown in 
Figure 4b; two sensors being on the thumb and three on each of the rest. Each sensor 
delivers a 10 bit value that corresponds to the relative bend of the finger bone at that 
instance. The working frequency is 60 Hertz. Note that, with X-IST Wireless 
DataGlove hand rotation is poorly captured through inertial sensors and finger spread 
is not to be acquired at all. 

3.2 Calibration 

The data glove delivers the maximum bend values, when the hand is open, and the 
minimum values, when it is closed to an ideal fist. However, not everyone’s finger 
joints form a perfect line when the hand is open, or they form a 90 degrees angle 
when the person makes a fist. So, depending on some anatomical and the habitual 
differences, these bend values differ for the same hand gesture of different operators. 
In order to normalize bend data, an interactive interface through which the human 
operator calibrates the data glove was implemented. With that, it is possible to get a  
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Fig. 5. A personalized mapping function converts bend value of joints to normalized bend 
angles 

personalized mapping function that converts bend values to bend angles, which are 
always the same for the same hand gesture. This procedure is illustrated in Figure 5 
for a single joint. The bend values occupy a portion of the possible bend spectrum, 
where the minimum bend value corresponds to closed hand and the maximum to the 
open hand. By calibrating the data glove, the best range is determined, so that the 
mapping function is reasonable. 
As shown in Equation 1, a linear mapping function is used in the study. However, it is 
also possible to replace this function with partial linear functions or nonlinear 
functions for a better performance with different data gloves. 
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Through the developed interface, vmin and vmax can be set manually. Furthermore, 
the following calibration methods are also implemented in the designed interface. 
Thereby, one can first perform an automated calibration and then manually refine the 
extracted calibration parameters. 

• Greedy range extraction 
• Distribution analysis 
• Gesture based calibration 

In greedy range extraction the human operator is asked to make possible hand 
gestures, which are supposed to be done during the specified instructions. This is 
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recorded for a given amount of time. At the end, the minimum value and the 
maximum value, which occur in the data set, are extracted to be the vmin and the vmax, 
respectively. In order to avoid outliers, a median filter can be applied to the data by 
selecting the nth extremes instead of the first ones. In distribution analysis method, 
human operator is asked to open and close his hand continuously for a given amount 
of time. Then, the minimum and the maximum value, which lie in some predefined 
standard deviations of the mean, are extracted to be the vmin and the vmax, respectively. 
In gesture based calibration the human operator is asked to make some specific hand 
gestures, such as open hand, fist, holding a specific tool, etc. The statistical mode of 
bend values is recorded during each gesture. At the end, the minimum and the 
maximum of these recorded values are selected to be the vmin and the vmax, 
respectively. 

4 Mapping Process and the Making-of of the Instruction Video 

4.1 Mapping Process 

The designed interactive interface reads bend values from data glove using the serial 
connection and converts these values into bend angles which can be used with the 
MakeHuman model of Anastasia. Most of Anastasia’s movements regarding the 
instruction video are already prepared in Blender. Hence, a Blender plug-in was 
written, in order to connect our interface with Anastasia over TCP/IP. An illustration 
of this flow is shown in Figure 6. 

 

 

Fig. 6. System overview of capturing hand movements from serial port to Anastasia 

The plug-in can connect to any server that provides proper Python scripts which 
can be used for animating mhx models in Blender. The designed interface, naturally, 
provides Python scripts for animating the right hand of Anastasia. Once the 
connection is established, bend angles of the right hand are read over TCP/IP and 
shown directly on the model. The user captures the motion and inserts the key frame 
online to the preferred position in the instruction video as shown in Figure 7a. 

 

Glove Data

MakeHuman Blender Videon Instructio
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(a) 

 
(b) 

Fig. 7. (a) The user inserts a new keyframe using the plug-in and (b) the effect of the inserted 
keyframe shown while Anastasia is using Allen key on the micro milling machine 

4.2 Instruction Video 

The instruction consists of many work stages. So, the entire animation was exported 
in several short avi video sequences (codec H.264, audio codec: mp3, resolution: 
1280x800) to assist the user at its specific problem. As an example for one instruction 
video, a screenshot of Anastasia using Allen key on the micro milling machine, is 
shown in Figure 7b. 

5 Conclusions and Future Ongoing 

In this paper, a hybrid framework for creating an instruction video is presented. Here, 
the realism of a pedagogical agent was increased using motion capture technologies in 
form of a data glove. The created pedagogical agent named Anastasia (animated 
assistant for tasks in industrial applications) is used to create friendly and realistic 
looking instruction videos in order to provide human operators with efficient 
assistance during maintenance tasks in IPS2. Creating Anastasia and the instruction 
videos, various 3D design tools such as MakeHuman, Autodesk Inventor and Blender, 
as well as our own software were used to acquire data from the data glove, to send 
remote animation scripts over network, and to integrate all the existing software 
components. Even though motion capture technologies are already in use in 
entertainment industry and ergonomics research, IPS2 is rather a new field of 
application. Growing product complexity and increasing heterogeneity of users and 
contexts in this field underlines the importance of realistic and illustrative user 
support, such as instruction videos. Currently, the focus is on the realism of finger 
movements in the instruction videos, since the realism of these limbs seems to be the 
most important issue in the application area. However, for future development it is 
planned to use a motion suit by which full body motion can be acquired, and virtual 
reality techniques through which one can improve realism in creating instruction 
videos in maintenance tasks. 
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