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Abstract. For blind and visually impaired people, the access to spatial informa-
tion is crucial. Therefore, the development of non-visual interfaces to spatial 
representations, e.g. maps and floor plans, are important tasks. In earlier empir-
ical work [19], we investigated virtual haptic floor plans, accessible through a 
Phantom force feedback device, which allows haptic exploration of virtual ob-
jects (walls), in combination with sonification for representing overlapping  
objects (windows). In the following we present an empirical study on multiple-
overlap constellations (in the room-plan scenario: walls, windows and radia-
tors). We reduced the complexity of the environments from complete  
apartments to only one wall and overlapping subsections, to focus on the spatial 
accuracy of acquired knowledge. This one-wall experiment has two goals: to 
compare the accuracy of size and position estimation with the experiment with 
complete apartments and to investigate the usability of sonification to represent 
overlapping entities at walls. Qualitative measures on the correctness of over-
lap-relationship identification and quantitative investigation on the accuracy of 
size and position estimations are discussed. The results can be extended to the 
use of sonification to represent overlapping entities in general. 

Keywords: Spatial Knowledge Acquisition, Virtual Haptics, Sonification,  
Representational Multimodality. 

1 Haptic-Audio Representations of Indoor Environments 

The use of spatial knowledge is ubiquitous in our daily life. But, for blind and  
visually impaired people, the access to spatial information is limited to non-visual 
perception. Therefore, in recent years, modern human computer interfaces that rely on 
other perceptual channels to interact with users have been implemented. These are 
intended to help blind and visually impaired people to overcome problems in acquir-
ing spatial knowledge caused by the absence of vision. For example, virtual haptic 
floor plans can provide spatial knowledge of indoor environment [9, 17, 19]. In a 
prior study with blindfolded participants, which explored palm-structured apartment 
using a Phantom Omni force feedback device (http://www.sensable.com), we have 
shown that humans—even when the sense of vision is absent—acquire spatial know-
ledge with very good performance [19]. After exploring the virtual haptic floor 
plan—using mostly a wall following strategy—their knowledge about the explored 
apartment was tested with respect to layout topology and size estimations. A second 
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group of participants explored the same apartment layouts containing supplementary 
information about the size and the position of windows provided by sonification. The 
participants of this study showed good knowledge with respect to the position of win-
dows. Besides, we discovered that when the sonification can be invoked during wall 
following, higher quality of shape knowledge is achieved in some cases, since beyond 
space perception common sense knowledge about apartments can be exploited. 

However, the results also showed that the accuracy on the size estimation of the 
windows was not satisfying [19]. Analyzing the exploration behavior of the partici-
pants as well as knowledge they acquired, there seems to be primary candidates for 
bringing about these inaccuracies, (1) they are caused by perceptual limits of using 
sonification to re-present windows in virtual haptic floor plans, and, (2) they are ef-
fects of intentional and attentional patterns of behavior, namely that users intending to 
acquire a floor plan may focus their attention mainly on the layout of rooms and the 
apartment, and only with minor priority on the windows.  

To solve this problem, we foreground in the present paper the interplay of percep-
tual and conceptual processing of overlap constellations. In particular, to inspect how 
precise the size estimation of linear spatial entities can be achieved by using a soni-
fied haptic interface, we conducted an experiment considering explorations of indi-
vidual walls with varieties of overlap constellations (Fig. 1). By this experimental 
design, the cause candidate (2) is applicable. The investigated wall-window configu-
rations were the same as that in the virtual haptic apartments. The accuracy of both 
size and position estimation of the windows were compared. 

 

Fig. 1. The one-wall virtual haptic model employed in the empirical experiment 

On the other hand, wall following with concurrent ‘window following’ is not the 
only case of spatial overlapping in room plan exploration. In modern residence 
apartments, not only windows, but also radiators are commonly regarded as integral 
elements of the wall constitution on the internal surface. It is also worth noticing that 
a radiator is often located below a window in the vertical dimension. These facts can 
easily arouse the overlapping between ‘window following’ and ‘radiator following’ to 
emerge during wall following in the exploration of 2.5-D virtual haptic floor plans. 
An appropriate re-presentation solution of overlapping spatial entities explorable 
without the sense of vision is still lacking. So the second study described in this paper 
investigates the usability of re-presenting spatial overlapping among three different 
types of linear entities in sonified haptic environments. More specifically, we focus (i) 
on a qualitative investigation on the recognition of overlaps and (ii) on a quantitative 
investigation on size and position estimations of the linear entities. In the following 
sections of this paper, we discuss our designing of the human computer interface, the 
conducting of the empirical experiments as well as the results.  
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2 Haptic-Audio Representation of Spatial Overlaps 

2.1 Designing a Multimodal Interface 

Multimodal designs are playing more and more important roles in modern human 
computer interfaces. In some HCI applications where the sense of vision is absent, 
other perceptual channels are used as substitution. The haptic channel might be one of 
the most popular perceptual substitutions for graphical representations for people 
without the sense of vision [8, 17]. But as pointed out by Loomis, Klatzky and Le-
derman there is a drawback brought by the localized characteristics of the haptic 
sense [12]. Verbal assistance may further improve the knowledge acquisition of hap-
tic graphics [11]. But as the complexity of graphics increases, more mental effort will 
be needed to process larger amount of verbal assistance, especially for (geo-)metric or 
size information, e.g. length, breadth or width of spatial entities, which, in addition, is 
challenging to describe in textual forms. Non-speech and sonification has been widely 
employed in HCI interfaces. But so far sonification has been mainly used to address 
the information overload of verbal assistance [4, 13, 14]. Recent work has shown that 
sonification offers an effective help in representing ‘spatial-overlaps’ involving two 
different types of entities in graphical representation by representing the two types of 
entities separately via haptic and audio channel in an analog fashion [19]; in visual 
graphics color-coding is an easy and highly adequate solution. However it is common 
for graphical representations to bear spatial overlaps involving more than two types of 
entities. A typical example could be that in the floor plan view (2D), the location of 
the wall, the window and the radiator usually overlap one another. Fortunately human 
beings are able to form concurrent audio input into separate sound streams depending 
on several particular properties (e.g. frequency, rhythm, timbre, and the location of 
sound origins) [2, 16, 18]. This implies the potential of mapping of concurrent haptic 
following to concurrent audio stimuli. Yet the plausibility of using representational 
multimodality of sonification to support the acquisition of analog knowledge involv-
ing ‘spatial-overlap’ in haptic graphics has not been explored. In this paper, we real-
ize the representational multimodality of sonification by assigning different frequency 
and rhythm to audio stimuli. 

2.2 Realization of the Interface 

We used a Phantom Omni haptic device for virtual haptic exploration, and the soft-
ware was implemented based on the open source SDK released by CHAI 3D.  

In order to keep the virtual haptic exploration free from complexities induced by 
complex virtual apartment-environment, and to focus only on perception and recogni-
tion of size and position, as well as of linear spatial overlaps, we used a virtual haptic 
model that only re-presents an individual wall section (Fig. 1). The one-wall model 
was 15 cm in length, with a boundary of 2 cm at both end of the wall section, and was 
placed on a solid horizontal plane. The wall and the two boundaries are 1 cm in 
height. So wall following exploration strategy can be perfectly supported. 
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For the windows and radiators in this virtual haptic environment, users are sup-
posed to suffer from the “lost in haptic space” phenomenon when these entities are 
rendered as raised blocks [7]. If these entities are represented by means of different 
haptic features (such as different friction, magnetic properties and etc.), users could 
suffer from instability of virtual haptic texture [6]. And different haptic features may 
also leads to instability in exploration speed, so as to introduce ‘experimental arti-
facts’ in length and proportion estimation during wall following. In order to maintain 
steady and smooth haptic wall following, we decided to re-present the windows and 
radiators with audio stimuli. 

For a window, we used a stable harmonic tone of 261.63 Hz (C4 as musical note). 
For a radiator, we used a harmonic tone of 277.18 Hz (C#4 as musical note) but with 
salient and regular rhythm, so as to be distinguishable from the windows. But as we 
are not experts in synthesizing audio stimuli with scientific approaches, we use sa-
lience within the rhythm to support the taxonomy for the stimuli employed in our 
research.  

The moment the haptic interact point (see the grey point as a depiction in Fig. 2) 
enters the defined sonification field, the corresponding sonification will fire out. The 
spatial field that re-presents either a windows or a radiator is defined as haptically 
non-perceivable cuboid, whose intersection is a square with sides of 1 cm. All the 
sonification fields were placed sticking to the walls seamlessly. So the invoking of the 
sonification can be done during the wall following, with tolerance of reasonable noise 
of the hand movements.  

 

Fig. 2. The depiction of the one-wall virtual haptic model with other two different types of 
objects, where the blue block (left) represents a window and the red one (right) represents a 
radiator 

3 Experiment 

3.1 Materials 

We conducted a repeated-measures experiment with 30 different virtual wall models. 
The virtual walls numbered from 1 to 13 were named as “Set A”. Virtual walls of 
number 17 to 25 were “Set B”. Number 26 to 30 were “Set C”. In Set A, the same 
window configurations that occurred in the complete apartment experiment were 
repeated. A quantitative between group comparison of the performance with respect 
to the size and position reproduction of the windows was investigated. In Set B,  
all theoretically possible spatial relationships between a window and a radiator  
were simulated. The window-radiator configurations in Set B were a genuine sonified 
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haptic adaption of Allen’s interval algebra for temporal [1, 15]. Set C was covered for 
comparison and balancing reasons. With these experimental materials, we investi-
gated the usability of re-presenting window and radiator by representational multimo-
dality within auditory stimuli (harmonic tones with and without rhythm), and we  
contribute to discover the influence on the accuracy of perception brought by the 
overlapping of the stimuli. 

Table 1. Depiction of virtual wall models employed in the experiment (the black color was 
used to represent the wall, the dark grey for the radiators, and the light grey for the windows) 

 

3.2 Procedure 

25 participants (15 female, 10 male, mean age: 24.9 years, SD: 3.5 years) contributed 
to this empirical study. They were all sighted and right-handed university students 
having no or little experience with haptic force feedback devices. The participants 
were blindfolded when they were doing the haptic exploration. We selected sighted 
university students as participants mainly for two reasons. First, blind and visually 
impaired people may not be familiar with the force feedback device we use. Thus, the 
time and efforts for training section could be difficult to estimate. Second, based on a 
big number of relevant research results collected by Cattaneo and Vecchi [5], sighted 
people and blind people are not significantly different in elementary audio and haptic 
sensitivity. With this experiment, our purpose is to investigate the usability of repre-
sentational multimodality of audio stimuli. And the complexity of the virtual haptic 
model and the sonification stimuli we used in the experiment was also seriously li-
mited. With these facts taken into consideration, the reported experiment was a pilot 
Human-Computer Interaction study based on a haptic-audio perception task. Thus the 
blind, the visually impaired, as well as the sighted were all appropriate experiment 
participants. 
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All the participants were first trained how to operate the force feedback device and 
how to deal with the experimental tasks for about half an hour. Then they were asked 
to explore 30 different virtual wall models in randomized order. There was no time 
limit for the exploration. After every exploration trial, the participants were given an 
answer sheet, on which a depiction of the wall of 10 cm in length was printed. The 
experimental task was to sketch all the windows with the blue color and the radiators 
with the red color as accurate as they could (Fig. 3). The participants were well in-
formed that the width of the sonification filed was not of interest through out this 
experiment. The entire experiment of one participant lasted from 60 to 150 minutes. 
There was a short break of 10 to 15 minutes when the experiment was half done. At 
the end of the entire experiment, the participants were asked to fill in a questionnaire 
about their attitude towards the usability of this sonified haptic interface. 

 

  

Fig. 3. Two examples of sketches produced by different participants after exploring wall confi-
guration number 19, where the shorter object was sketched in red re-presenting a radiator, and 
the longer one was in blue re-presenting a window 

3.3 Evaluation 

As sketch is considered as a reliable data source of spatial cognition [3, 10], the eval-
uation was based on the analysis on the sketches. 

The qualitative evaluation on the recognition of spatial relationship between the 
window and the radiator was done by analysis of the sketches of Set B. Referred to 
the original models (Table 1), if the corrected color was used to sketch the corres-
ponding entity, and the correct spatial relationship could be recognized by the re-
searchers, the spatial relationship of the wall configuration was regarded as correctly 
recognized by the participant. 

Quantitative evaluation was done on the accuracy of size and position estimation 
of the entities. As exemplified by Fig. 4, for the size estimation analysis of an entity 
AB, we measured the length of the sketched entity, which is the length of segment 
A1B1. The value taken in statistic analysis for size estimation was in percentage. It 
was yield by dividing the absolute value of the difference between the measured 
length A1B1 and the correct length A0B0, by the length of the printed wall (10 cm). So 
the size estimation error of an entity could be computed by equation (1): 

 ΔSize = | A1B1 - A0B0| / (10 cm) * 100%   (1) 

radiator 

window 

radiator 

window 



608 J. Yu, K. Lohmann, and C. Habel 

Similarly, the position estimation error could be computed by equation (2): 

 ΔPosition = | M0M1| / (10 cm) * 100% (2) 

where M0 is the midpoint of the entity in the original model, and M1 is the midpoint 
of the sketched entity. 

 

Fig. 4. Example of sketch analysis 

4 Results 

By going through the qualitative investigation, we tried to discovery whether it is 
possible to re-present spatial knowledge with overlapping between different types of 
linear entities with representational multimodalities of auditory stimuli in sonified 
virtual haptic exploration. 

On the other hand, with the quantitative investigation, we were able to address two 
issues. First, we were able to know whether the accuracy of size and position estima-
tion is different when the entities are explored in an apartment and only long an indi-
vidual wall. Second, we focused on the influence of complexity on the accuracy of 
size and position estimation. In particular, we focused on the influence on the accura-
cy of estimations brought by the overlapping of the entities and by having different 
number of entities at the wall. 

4.1 Qualitative Investigation 

The usability investigation was constrained upon the qualitative correctness of the 
spatial relationship between one window and one radiator. According to the result of 
the analysis, all participants were able to reproduce all the re-presented spatial rela-
tionship correctly. This result strongly indicates that, in the qualitative level, spatial 
overlapping of linear entities can be re-presented by using representational multimo-
dality. Again, we would like to argue that depending on having various rhythms is 
only one appropriate modality in auditory stimuli that could support spatial overlap-
ping in virtual haptic exploration, and we do not exclude the existence of other (even 
better) representational modality for overlapping re-presentation purpose. 

In the questionnaire, the participants reported that it was easy for them to under-
stand and interact with the virtual force feedback device and the sonification. They 
were able to acquire the desired information by individual wish. In general, the expe-
riment task was not challenging for them. However the wall configurations where an 
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overlap between a window and a radiator takes place were considered as the most 
challenging situation by almost the participants. 

4.2 Quantitative Investigation 

Apartment Exploration vs. One-wall Exploration. We compared the data of Set A 
with the data collected in the (apartment) experiment [19]. As illustrated by Fig. 5, in 
the one-wall scenario experiment, the error made by the participants was significantly 
decreased with respect to both size estimation (t(19.54) = 9.50, p < .001) and posi-
tioning of the windows in comparison to the apartment experiment reported in [19] 
(t(21.08) = 8.38, p < .0011). This result implies that the low performance in the com-
plex apartment scenario results from the complexity of the environment in the apart-
ment experiment. The weak performance of the estimation in apartment scenario was 
very likely due to the cognition focus during the exploration was on other perspective, 
such as the layout of the apartment or the sizes of every room. 

 
Fig. 5. Comparison of size estimation and positioning between exploration of complete apart-
ment and one-wall scenario 

Other Factors on Estimation Accuracy. In this part, we made quantitative analysis 
on the data of Set B to control for influences on accuracy of both size and position 
estimation.  

First, in configurations with overlap between the window and the radiator, the error 
in size estimation was significantly larger than in configurations without overlap 
(t(24) = –3.49, p < .01; see Fig. 6 (a)). The accuracy of positioning the objects was 
not significantly different (t(24) = –.77, p > .05). 

Second, when there were two objects on the wall, the accuracy of size estimations 
was not significantly different (t(24) = –.22, p > .05), but positioning accuracy was 
lower (t(24) = –2.43, p < .05; see Fig. 6 (b)). 

                                                           
1 To correct for deviations from normality, the position estimation data was square-rooted. The 

reported p-values for the comparison are corrected for significant deviation from homogenei-
ty of variances. 
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Fig. 6. Within-group comparison over size estimation and positioning accuracy 

5 Discussion and Conclusion 

With a combination of virtual haptics and sonification, overlapping entities can be 
represented as (geo-)metric spatial knowledge entities. Size and position of the 
represented objects can be perceived fairly good with a small amount of error (under 
10% for size estimation, and about 4% for positioning). But it is more challenging to 
perceive precisely when overlap between two types of sonification takes place or 
when there are more than one object at the wall. The results of this study seem to be 
extendable to other types of overlaps, in particular 2D-overlap. 

With respect to the design of human-computer interfaces, the results point towards 
the necessity to respect the interrelationship of representational complexity and accu-
racy of information presented by sonification early in the design process. 
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