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Abstract. Many types of VR systems have been developed to provide spatial 
views and surround sound to express high levels of presence. Recently, high-
definition TV and 5.1 ch surround sound systems have been made available for 
watching 3D movies at home. In the near future, more realistic display systems 
such as “Super Hi-Vision” will be developed and introduced into our homes. 
However, these types of visual or auditory display systems may require the 
allocation of a large space for fixed, specialized equipment, and they tend to be 
expensive. Moreover, compared to the amount of free contents on the Web, 
highly realistic contents for such systems are still lacking. In this study, we 
propose a spatial audiovisual display system that comprises multiple mobile 
devices and a Web-based design system, which allows average users to create 
and share spatial audio content on the Web. 

Keywords: visual and auditory display, mobile device, sound space, sharing, 
Web. 

1 Introduction 

Many types of VR systems have been developed that provide spatial views and 
surround sound for expressing high levels of presence [1–3]. Some of these systems 
are now available as consumer products, e.g., we can watch 3D movies using high-
definition TVs and 5.1 ch surround sound systems at home. The popularity of these 
systems means that their content is generally available widely. In the near future, 
more realistic display systems such as “Super Hi-Vision [4]” will be developed and 
some will be introduced into our homes. 

However, these types of visual or auditory display systems sometimes require the 
allocation of large spaces for fixed, specialized equipment, and they tend to be 
expensive. Moreover, compared to the amount of free contents on the Web, highly 
realistic contents for such systems are still lacking. However, mobile devices such as 
smartphones and tablet PCs are now widespread and service providers such as 
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YouTube allow the uploading and sharing of content on the Web. Thus, it may be 
possible to build an immersive reality system on mobile devices, which users can 
experience at any time and in any place. It may also be possible to create and share 
highly realistic content via a Web browser so the interactions between users will 
facilitate creativity and the volume of available content will increase exponentially. 

In this context, we have developed a prototype spatial audiovisual display system 
using multiple mobile devices [5]. We have also developed a Web-based design 
system that allows average users to create and share spatial audio content [6]. In this 
study, we improved their usability, portability, and capacity for expression based on 
these systems. A combination of these two systems may facilitate the provision of an 
integrated environment to general users who can enjoy more realistic content. 

2 Spatial Audiovisual Display 

2.1 Background 

In our previous system, we used mobile devices to adjust the scale and composition of 
the display system to suit the playback environments for users. In this study, we 
improved this system in four ways. First, we introduced a tablet PC as a visual display 
to allow greater portability. Second, we implemented a reverberant effect in the 
auditory display to allow for more effective expression. Third, we implemented a 
synchronization process between devices to ensure stable operation. Finally, we 
improved the consistency between virtual and real space. 

2.2 System Overview 

Figure 1 shows an overview of our proposed system. This system comprises multiple 
mobile devices for each speaker, a laptop PC with an Head Mount Display (HMD),  
 

 

Fig. 1. Overview of the 3D audiovisual display system 
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and a camera or a tablet for visual information. Each device is connected to a wireless 
LAN and they are divided into one server and multiple sound clients. In this system, 
the visual server simulates the virtual space that contains spatial visual and audio data, 
which can be designed freely by a user. After the simulation, the visual server 
presents a spatial view to the HMD or tablet display. At the same time, the server 
transmits the information related to the virtual space to the sound clients via UDP 
multicast. After the clients receive the information, they implement the spatial sound 
via each speaker. 

In our previous system, an HMD was used to present spatial views. However, with 
the development of mobile technology, we can now use a tablet to present spatial 
views as well (Figure 2). To present spatial views to multiple users, a visual client 
was developed as well as a sound client.  

In this system, the visual server and client detect user postures via the gyroscope in 
the tablet, which is reflected by the viewing angle in the virtual space when presenting 
the spatial view. The visual server and client also present a mixed view, which 
comprises the virtual and real space for a user using the camera to generate the visual 
display. This visual display system is implemented on the same platform as the sound 
client (Apple iOS); therefore, it is possible to integrate all of the audiovisual display 
functions into one application. This integration greatly improves the portability and 
usability of the system, which facilitates the distribution of applications. 

 

Fig. 2. Image showing the 3D audiovisual display 

2.3 Calculation of Playback Sound 

Our system reproduces the spatial sound using the sound clients to calculate the 
distance decrement of sound in three positions (the position of the listener, the sound 
source, and the sound client, as shown in Figure 3) [7]. Using these three positions,  
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Fig. 3. Calculation of the sound volume 

the system calculates the volume in real time and reproduces a spatial sound based on 
the volume difference between each client. 

In our present system, if a user inputs the room information data into the system, 
the sound clients calculate the reverberation and overlays this information onto the 
 

 

Fig. 4. Calculation of reverberation 
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reproduced sound. Figure 4 shows the calculation method. To generate early 
reflections, this system calculates the mirror image of a sound source (formula (1)). 
To generate late reverberations, this system calculates the linear equation for 
attenuation from the early reflections and the approximate reverberation time 
(formulae (2) and (3)). 

In this system, the server only sends position data to the sound clients and it is not 
concerned with phase variation. On the client side, they prepare playback buffers for 
early reflections, which are calculated from the room data, and they also prepare 10 
playback buffers for late reverberations. After the sound clients receive the data 
related to the sound source, they calculate the sound volume and delay using the 
formulae in Figure 3. After the calculation, the clients play the sound sources with the 
appropriate delay timing and volume, so the correct reverberation is reproduced. 

2.4 Synchronization between Sound Clients 

In our previous system, the playback timing between clients could lead to the loss of 
synchronization. This was because the system controlled multiple mobile devices via 
UDP multicast so the packet was sometimes lost among other network traffic. 
Therefore, we implemented a synchronization process by calculating the network 
delay using the Network Time Protocol (NTP) method. 

In this method, the server transmits test data to clients and records the sending 
time. Next, the clients receive the data and record the receiving time, before the 
clients send a response to the server and record the sending time. Finally, the server 
receives the response from the clients and records the receiving time. After this 
transmission, the server checks all of the times recorded and calculates the delays for 
all clients. The server then sends each delay time to the clients. Following this 
procedure, synchronization between clients is achieved if clients reproduce the sound 
source based on the ordinary signal from the server while they control the playback 
timing based on the delay time. 

2.5 Coordination between Virtual and Real Space 

In the previous system, a mixed view of virtual and real space was presented via an 
HMD where a magnetic sensor on the HMD was used to calculate the position and 
posture of the camera. As a result, the two coordinates were often misaligned and 
viewing was uncomfortable. In the present system, Parallel Tracking and Mapping 
(PTAM [10]), which is a marker-free augmented reality technique, is used to 
coordinate virtual and real space. 

PTAM is a method for estimating the real camera position and posture. This 
method uses one camera and no markers to calculate the 3D map using feature points 
in real space. Figure 5 shows the coordination process between virtual and real space 
using PTAM. In this process, the Web camera captures two key frames and initializes 
the 3D map by calculating the visual features in real space. Next, the visual tracking 
and updating of the 3D map is executed as parallel thread processes. Visual tracking 
is achieved by calculating the feature points of the captured images and comparing the  



 

Fig. 5. Calculation
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for these systems because this requires specialized knowledge and tools. To address 
this problem, it is necessary to remove these obstacles [8–9]. In our previous study, 
we proposed a Web-based design system to allow users to create and share spatial 
audio content [6]. However, the limitations of the client side technologies (JavaScript, 
WebGL, and so on) meant that the usability of this system was relatively low. 
However, recent progress in these technologies has increased the options during 
implementation. In this study, we improved the usability of our previous system using 
these technologies. 

3.2 System Overview 

Figure 6 shows an overview of our proposed system. This system comprises a “design 
system,” “download system,” and auditory displays. The “design system” is 
implemented as a rich internet application and users do not need any software other 
than the browser. With the “download system,” users can search, preview, and 
download a designed sound space. To enjoy our sound space fully, users can apply 
our spatial audiovisual display system as explained in Section 2. However, if users do 
not apply this display, they can still enjoy the sound space via conventional 2 ch 
speakers on the preview page of a browser. This system can also export the designed 
spatial sound to a 5.1 ch surround sound format.  

 

Fig. 6. Overview of the Web-based system 

3.3 Designing the Interface 

In current tools for designing the sound space, users generally have to coordinate the 
sound volume of fixed speakers. In our design system, however, users do not have to 
worry about the playback environment. Instead, they design the sound space by 
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positioning the sound sources and animating them on the browser. Figure 7 shows the 
window used for designing the sound space. Figure 7-1 shows the “object list 
window” used to add a sound object and for changing basic object properties 
(position, audio, and model data). The buttons at the top of window are used to 
“play,” “stop,” and “pause,” as well as add a sound object. The properties of the  
 

 

Fig. 7. System for designing the spatial sound content 

sound object are located on right-hand side of the musical note icon. With the pull-
down menu, users can select the audio data (recorded by users with an ordinary 
microphone or preregistered data) and the 3DCG model data. A button for the 
animation mode and a delete button are located on the right-hand side of the 
properties. 

Figure 7-2 shows the “sound space window,” which represents the 3DCG space 
from the user’s viewpoint. Sound objects are represented as 3DCG models 
(“COLLADA” format data are imported as external data) where the movement paths 
are represented as lines and base points (white balls). To move a sound object, users 
manipulate the mouse cursor on the object by dragging (up, down, left, and right) or 
rotating the mouse wheel (forward and backward). Figure 7-3 shows the “animation 
window” known as the “object list window.” In this window, users can specify the 
animation of sound objects using the button to add movement paths and a text field to 
add the movement speed. 

Using these windows, users can design the sound space content via simple 
operations. After the design process, the contents are exported as XML data, and 
users can preview and download the file. 

In the “download system,” users can search, preview, and download the designed 
spatial audio content. At the top of the download system page, users can search for 
content using certain fields (such as “creator’s name,” “creator’s comment,” and 
“users’ comments for evaluation”). Figure 8 shows the results of a search. On this 
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page, users click to preview the content, and the preview page and the design page are 
the same. On this page, users can listen to the designed sound via combined 2 ch 
speakers. If the users want to arrange the sound space and the permission of the 
contents is off, they can change the properties of the sound space on this page 
instantly. 

 

 

Fig. 8. Download system 

Thus, our Web-based design system does not require specialized tools, which 
allows users to design a sound space intuitively. A combination of the spatial 
audiovisual display and this Web system is expected to allow general users to enjoy 
highly realistic content in a more relaxed manner. 

4 Conclusion and Future Work 

In this study, we improved our spatial audiovisual display system and developed a 
Web-based system for designing and sharing sound space content. 

In current spatial audiovisual display systems, it is impossible to manipulate virtual 
(or real) objects in real (or virtual) space. However, it is important to consider this 
virtual–real interaction to achieve hyper-reality. Therefore, in future work, we will 
introduce a depth sensor such as Microsoft Kinect to produce an interface that 
facilitates interaction between virtual and real spaces. 

In the Web-based design system, we plan to develop a community system to 
enhance communication and active interaction among users. We will also develop a 
system to coordinate the sound space with omnidirectional video or 3DCG to produce 
more attractive content in future studies. 
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