
ar
X

iv
:1

30
4.

29
59

v1
  [

cs
.F

L
] 

 1
0 

A
pr

 2
01

3

Shortest Repetition-Free Words Accepted by

Automata

Hamoon Mousavi and Jeffrey Shallit

School of Computer Science, University of Waterloo, Waterloo, ON N2L 3G1 Canada
{sh2mousa,shallit}@uwaterloo.ca

Abstract. We consider the following problem: given that a finite au-
tomaton M of N states accepts at least one k-power-free (resp., overlap-
free) word, what is the length of the shortest such word accepted? We
give upper and lower bounds which, unfortunately, are widely separated.

1 Introduction

Let L be an interesting language, such as the language of primitive words, or the
language of non-palindromes. We are interested in the following kind of question:
given that an automaton M of N states accepts a member of L, what is a good
bound on the length ℓ(N) of the shortest word accepted?

For example, Ito et al. [7] proved that if L is the language of primitive words,
then ℓ(N) ≤ 3N − 3. Horváth et al. [6] proved that if L is the language of
non-palindromes, then ℓ(N) ≤ 3N . For additional results along these lines, see
[1].

For an integer k ≥ 2, a k-power is a nonempty word of the form xk. A word is
k-power-free if it has no k-powers as factors. A word of the form axaxa, where a
is a single letter, and x is a (possibly empty) word, is called an overlap. A word
is overlap-free if it has no factor that is an overlap.

In this paper we address two open questions left unanswered in [1], corre-
sponding to the case where L is the language of k-power-free (resp., overlap-free)
words. For these words and a large enough alphabet we give a class of DFAs of N
states for which the shortest k-power (resp., overlap) is of length N

1
4 (logN)+O(1).

For overlaps over a binary alphabet we give an upper bound of 2O(N4N ).

2 Notation

For a finite alphabet Σ, let Σ∗ denote the set of finite words over Σ. Let w =
a0a1 · · · an−1 ∈ Σ∗ be a word. Let w[i] = ai, and let w[i..j] = ai · · ·aj . By
convention we have w[i] = ǫ for i < 0 or i ≥ n, and w[i..j] = ǫ for i > j. A prefix
p of w is a period of w if w[i + r] = w[i] for 0 ≤ i < |w| − r, where r = |p|.

For words x, y, let x � y denote that x is a factor of y. A factor x of y is
proper if x 6= y. Let x �p y (resp., x �s y) denote that x is a prefix (resp., suffix)
of y. Let x ≺p y (resp., x ≺s y) denote that x is a prefix (resp., suffix) of y and
x 6= y.

http://arxiv.org/abs/1304.2959v1


II Hamoon Mousavi and Jeffrey Shallit

A word is primitive if it is not a k-power for any k ≥ 2. Two words x, y are
conjugate if one is a cyclic shift of the other; that is, if there exist words u, v
such that x = uv and y = vu. One simple observation is that all conjugates of a
k-power are k-powers.

Let h : Σ∗ → Σ∗ be a morphism, and suppose h(a) = ax for some letter a.
The fixed point of h, starting with a ∈ Σ, is denoted by hω(a) = a xh(x)h2(x) · · · .
We say that a morphism h is k-power-free (resp., overlap-free) if h(w) is k-power-
free (resp., overlap-free) if w is.

Let Σm = {0, 1, . . . ,m− 1}. Define the morphism µ : Σ∗
2 → Σ∗

2 as follows

µ(0) = 01

µ(1) = 10.

We call t = µω(0) the Thue-Morse word. It is easy to see that

µ(t[0..n− 1]) = t[0..2n− 1] for n ≥ 0.

From classical results of Thue [10,11], we know that the morphism µ is overlap-
free. From [2], we know that that µ(x) is k-power free for each k > 2.

For a DFAD = (Q,Σ, δ, q0, F ) the set of states, input alphabet, transition
function, set of final states, and initial state are denoted by Q,Σ, δ, F, and q0,
respectively. Let L(D) denote the language accepted by D. As usual, we have
δ(q, wa) = δ(δ(q, w), a) for a word w.

We state the following basic result without proof.

Proposition 1. Let D = (Q,Σ, δ, q0, F ) be a (deterministic or nondeterminis-
tic) finite automaton. If L(D) 6= ∅, then D accepts at least one word of length
smaller than |Q|.

3 Lower bound

In this section, we construct an infinite family of DFAs such that the shortest
k-power-free word accepted is rather long, as a function of the number of states.
Up to now only a linear bound was known.

For a word w of length n and i ≥ 1, let

cyci(w) = w[i..n− 1]w[0..i− 2]

denote w’s ith cyclic shift to the left, followed by removing the last symbol. Also
define

cyc0(w) = w[0..n− 2].

For example, we have

cyc2(recompute) = computer,

cyc4(richly) = lyric.
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We call each cyci(w) a partial conjugate of w, which is not a reflexive, sym-
metric, or transitive relation.

A word w is a simple k-power if it is a k-power and it contains no k-power
as a proper factor.

We start with a few lemmas.

Lemma 2. Let w = pk be a simple k-power. Then the word p has |p| distinct
conjugates.

Proof. By contradiction. If pk is a simple k-power, then p is a primitive word.
Suppose that p = uv = xy such that x ≺p u and yx = vu. Without loss of
generality, we can assume that xv 6= ǫ. Then there exists a word t 6= ǫ such that
u = xt and y = tv. From vu = yx we get

vxt = tvx.

Using the second theorem of Lyndon and Schützenberger [8], we get that there
exists z 6= ǫ such that

vx = zi

t = zj

for some positive integers i, j. So yx = zi+j , and hence p = xy is not primitive,
a contradiction. ⊓⊔

Lemma 3. Let w be a simple k-power of length n. Then we have

cyci(w) = cycj(w) iff i ≡ j (mod
n

k
). (1)

Proof. Let w = pk. If i ≡ i′ (mod n
k
) and i′ < n

k
, then

cyci(w) = (p[i′..
n

k
− 1] p[0..i′ − 1])k−1 cyci′(p).

Similarly, if j ≡ j′ (mod n
k
) and j′ < n

k
, then

cycj(w) = (p[j′..
n

k
− 1] p[0..j′ − 1])k−1 cycj′(p).

If i′ = j′, then clearly cyci(w) = cycj(w). If i
′ 6= j′, we get that

p[i′..
n

k
− 1] p[0..i′ − 1] 6= p[j′..

n

k
− 1] p[0..j′ − 1]

using Lemma 2, and hence cyci(w) 6= cycj(w).
⊓⊔

Lemma 4. All conjugates of a simple k-power are simple k-powers.
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· · ·x =

uqkv =
p p p p p p

· · ·u q q q q v

|u| |pu| − e |p2u| − 2e |pk−1u| − (k − 1)e

Fig. 1: starting positions of the occurrences of q inside x

Proof. By contradiction. Let w = pk be a simple k-power, and let z 6= w be a
conjugate of w. Clearly z is a k-power. Suppose z contains qk and z 6= qk. Thus
|q| < |p|. Since w is simple qk � w = pk. The word x = pk+1 contains z as a
factor. So x = uqkv, for some words u, v � p.
Note that u and v are nonempty and not equal to p since qk � pk. Letting
e := |p| − |q|, and considering the starting positions of the occurrences of q in x
(see Fig. 1), we can write

x[|piu| − ie..|piu| − (i− 1)e− 1] = x[|pju| − je..|pju| − (j − 1)e− 1]

for every 0 ≤ i, j < k. Since p is a period of x, we can write

x[|u| − ie..|u| − (i − 1)e− 1] = x[|u| − je..|u| − (j − 1)e− 1]

which means x[u − (k − 1)e..u + e − 1] � w is a k-power. Therefore w contains
a k-power other than itself, a contradiction. ⊓⊔

Corollary 5. Partial conjugates of simple k-powers are k-power-free.

The next lemma shows that there are infinitely many simple k-powers over
a binary alphabet for k > 2. We also show that there are infinitely many simple
squares over a ternary alphabet, using a result of Currie [4].

Lemma 6.

(i) Let p = t[0..2n − 1] where n ≥ 0. For every k > 2, the word pk is a simple
k-power.

(ii) There are infinitely many simple squares over a ternary alphabet.

Proof.

(i) By induction on n. For n = 0 we have pk = 0k which is a simple k-power.
Suppose n > 0. To get a contradiction, suppose that there exist words u, v, x
with uv 6= ǫ and x 6= ǫ such that pk = uxkv. Note that |x| < |p|, so
|uv| ≥ k. Without loss of generality, we can assume that |v| ≥ ⌈k

2 ⌉ ≥ 2. Let
q = t[0..2n−1 − 1]. We know that

pk = µ(qk).

We can write
w = uxk �p µ(qk−1q[0..|q| − 2]).

Since µ is k-power-free, the word qk−1q[0..|q| − 2] contains a k-power. Hence
qk contains at least two k-powers, a contradiction.
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(ii) Currie [4] proved that over a ternary alphabet, for every n ≥ 18, there is a
word p of length n such that all its conjugates are squarefree. Such squarefree
words are called circularly squarefree words.

We claim that for every circularly squarefree word p, the word p2 is a simple
square. To get a contradiction, let q2 be the smallest square in p2. So there
exist words u, y with uy 6= ǫ such that p2 = uq2y. We have |q2| > |p| since
p is circularly squarefree. Therefore, if we let p = uv = xy, then |x| > |u|
and |v| > |y|. So there exists t such that x = ut and v = ty. We can assume
|t| < |q|, since otherwise |t| = |q| and |uy| = 0, a contradiction. Now since
q2 = vx = tyut, we get that q begins and ends with t, which means t2 ≺ q2.
Therefore p2 has a smaller square than q2, a contradiction.

⊓⊔

Next we show how to construct arbitrarily long simple k-powers from smaller
ones. Fix k = 2 (resp., k ≥ 3) and m = 3 (resp., m = 2). Let w1 ∈ Σ∗

m be a
simple k-power. Using the previous lemma, there are infinitely many choices for
w1. Let w1 be of length n. Define wi+1 ∈ Σ∗

m+i for i ≥ 1 recursively by

wi+1 = cyc0(wi)ai cycni−1(wi)ai cyc2ni−1(wi)ai · · · cyc(n−1)ni−1(wi)ai (2)

where ai = m+ i− 1 and w0 = 0. The next lemma states that wi, for i ≥ 1, is a
simple k-power. Therefore, using Corollary 5, each word cyc0(wi) is k-power-free.
For i ≥ 1, it is easy to see that

|wi| = n|wi−1| = ni. (3)

Lemma 7. For every i ≥ 1, the word wi is a simple k-power.

Proof. By induction on i. The word w1 is a simple k-power. Now suppose that
wi is a simple k-power for some i ≥ 1. Using Lemma 3, we have cycjni−1(wi) =

cyc(j+n

k
)ni−1(wi), since

|wi|
k

= ni

k
.

We now claim that wi+1 is a k-power and

wi+1 = (cyc0(wi)ai cycni−1(wi)ai cyc2ni−1(wi)ai · · · cyc(n

k
−1)ni−1(wi)ai)

k.

To see this, suppose that wi+1 contains a k-power yk such that wi+1 6= yk.
If y contains more than one occurrence of ai, then y = uai cycj(wi)aiv for

some words u, v and an integer j. Since y2 = uai cycj(wi)aivuai cycj(wi)aiv �
wi+1, using (2) and Lemma 3, we get

|y| =
∣

∣cycj(wi)aivuai
∣

∣ ≥
n

k
ni =

|wi+1|

k
,

and hence yk = wi+1, a contradiction.
If y contains just one ai, then y = uaiv for some words u, v which contain

no ai. So yk = u(avu)k−1av for a = ai. Therefore vu is a partial conjugate of
wi. However the distance between two equal partial conjugates of wi in wi+1 is
longer than just one letter, using (2) and Lemma 3.

Finally, if y contains no ai, then a partial conjugate of wi contains a k-power,
which is impossible due to Lemma 4. ⊓⊔
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To make our formulas easier to read, we define a0 = w1[n− 1].

Theorem 8. For i ≥ 1, there is a DFADi with 2i−1(n− 1)+ 2 states such that
cyc0(wi) is the shortest k-power-free word in L(Di).

Proof. Define D1 = (Q1, Σa1 , δ1, q1,0, F1) where

Q1 := {q1,0, q1,1, q1,2, . . . , q1,n−1, qd},

F1 := {q1,n−1},

δ1(q1,j , w[j]) := q1,j+1 for 0 ≤ j < n− 1,

and the rest of the transitions go to the dead state qd. Clearly we have |Q1| = n+1
and L(D1) = {cyc0(w1)}.

We define Di = (Qi, Σai
, δi, q1,0, Fi) for i ≥ 2 recursively. For the rest of

the proof s and t denote (possibly empty) sequences of integers and j denotes
a single integer (a sequence of length 1). We use integer sequences as subscripts
of states in Qi. For example, q1,0, qs,j , and qs,2,t might denote states of Di. For
i ≥ 1, define

Qi+1 := Qi ∪ {qi+1,t : qt ∈ (Qi − Fi)− {qd}}, (4)

Fi+1 := {qi+1,i,t : δi(qi,t, c) = q1,n−1 for some c ∈ Σai
}, (5)

if qt ∈ Qi and c ∈ Σai
, then δi+1(qt, c) := δi(qt, c) (6)

if qt, qs ∈ (Qi − Fi)− {qd}, c ∈ Σai
, and δi(qt, c) = qs,

then δi+1(qi+1,t, c) := qi+1,s (7)

if qt ∈ Fi, then δi+1(qt, ai) := q1,1 and δi+1(qt, ai−1) := qi+1,1,0 (8)

if i > 1, qi+1,t /∈ Fi+1, and δi(qt, ai−1) = q1,j ,

then δi+1(qi+1,t, ai) := q1,j+1 (9)

and finally for the special case of i = 1,

δ2(q2,1,j , a1) := q1,j+2 for 0 ≤ j < n− 2. (10)

The rest of the transitions, not indicated in (6)–(10), go to the dead state qd.
Fig. 2b depicts D2 and D3. Using (4), we have |Qi+1| = 2|Qi|−2 = 2i(n−1)+2
by a simple induction.

An easy induction on i proves that |Fi| = 1. So let fi be the appropriate
integer sequence for which Fi = {qfi}. Using (6)–(10), we get that for every
1 ≤ j < n, there exists exactly one state qt ∈ Qi for which δi(qt, ai−1) = q1,j .

By induction on i, we prove that for i ≥ 2 if δi(qt, ai−1) = q1,j , then

x1 = cyc(j−1)ni−2 (wi−1), (11)

x2 = wi[0..jn
i−1 − 2], (12)

x3 = wi[(j − 1)ni−1..ni − 2]. (13)
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are the shortest k-power-free words for which

δi(q1,j−1, x1) = qt, (14)

δi(q1,0, x2) = qt, (15)

δi(q1,j−1, x3) = qfi . (16)

In particular, from (13) and (16), for j = 1, we get that cyc0(wi) is the
shortest k-power-free word in L(Di).

The fact that our choices of x1, x2, and x3 are k-power-free follows from the
fact that proper factors of simple k-powers are k-power-free. For i = 2 the proofs
of (14)–(16) are easy and left to the readers.

Suppose that (14)–(16) hold for some i ≥ 2. Let us prove (14)–(16) for i+1.
Suppose that

δi+1(qt, ai) = q1,j . (17)

First we prove that the shortest k-power-free word x for which

δi+1(q1,j−1, x) = qt,

is x = cyc(j−1)ni−1 (wi).
If qt ∈ Qi, from (8) and (17), we have

qt = qfi , and

δi+1(qt, ai) = q1,1.

By induction hypothesis, the cyc0(wi) is the shortest k-power-free word in L(Di).
In other words, we have δi(q1,0, cyc0(wi)) = qfi = qt, which can be rewritten
using (6) as δi+1(q1,0, cyc0(wi)) = qt.

Now suppose qt /∈ Qi. Then by (9) and (17), we get that there exists t′ such
that

t = i+ 1, t′;

δi(qt′ , ai−1) = q1,j−1.

From the induction hypothesis, i.e., (15) and (16), we can write

δi(q1,0, wi[0..(j − 1)ni−1 − 2]) = qt′ , (18)

δi(q1,j−1, wi[(j − 1)ni−1..ni − 2]) = qfi . (19)

In addition wi[0..(j − 1)ni−1 − 2] and wi[(j − 1)ni−1..ni − 2] are the shortest
k-power-free transitions from q1,0 to qt′ and from q1,j−1 to qfi respectively. Using
(6), we can rewrite (18) and (19) for δi+1 as follows:

δi+1(q1,0, wi[0..(j − 1)ni−1 − 2]) = qt′ , (20)

δi+1(q1,j−1, wi[(j − 1)ni−1..ni − 2]) = qfi . (21)

Note that from (7) and (20), we get

δi+1(qi+1,1,0, wi[0..(j − 1)ni−1 − 2]) = qi+1,t′ = qt. (22)
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We also have δi+1(qfi , ai) = qi+1,1,0, using (8). So together with (21) and (22),
we get

δi+1(q1,j−1, cyc(j−1)ni−1(wi)) = qt

and cyc(j−1)ni−1 (wi) is the shortest k-power-free transition from q1,j−1 to qt.

The proofs of (15) and (16) are similar. ⊓⊔

In what follows, all logarithms are to the base 2.

Corollary 9. For infinitely many N , there exists a DFA with N states such
that the shortest k-power-free word accepted is of length N

1
4 logN+O(1).

Proof. Let i = ⌊logn⌋ in Theorem 8. Then D = Di has

N = 2⌊logn⌋−1(n− 1) + 2 = Ω(n2)

states. In addition, the shortest k-power-free word in L(D) is cyc0
(

w⌊log n⌋

)

.
Now, using (3) we can write

∣

∣cyc0(w⌊log n⌋)
∣

∣ = n⌊logn⌋ − 1.

Suppose 2t ≤ n < 2t+1 − 1, so that t = ⌊logn⌋ and Then logN = 2t+ O(1), so
1
4 (logN)2 = t2+O(t). On the other hand log |w| = ⌊logn⌋(logn) = t(t+O(1)) =

t2 +O(t). Now 2O(t) = nO(1) = NO(1), and the result follows. ⊓⊔

Remark 10. The same bound holds for overlap-free words. To do so, we define
a simple overlap as a word of the form axaxa where axax is a simple square.
In our construction of the DFAs, we use complete conjugates of (ax)2 instead of
partial conjugates.

Remark 11. TheDi in Theorem 8 are defined over the growing alphabetΣm+i−1.
However, we can fix the alphabet to be Σm+1. For this purpose, we introduce
w′

i which is quite similar to wi:

w′
1 = w1,

w′
i+1 = cyc0(w

′
i)bi cycni−1(w′

i)bi cyc2ni−1(w′
i)bi · · · cyc(n−1)ni−1(w′

i)bi,

where bi = mcim such that ci is (any of) the shortest nonempty k-power-free
word over Σm not equal to c1, . . . , ci−1. Clearly we have |bi| ≤ |bi−1|+1 = O(i),
and hence w′

i = Θ(ni).

One can then prove Lemma 7 and Theorem 8 for w′
i with minor modifications

of the argument above. In particular, we construct DFAD′
i that accepts cyc0(w

′
i)

as the shortest k-power-free word accepted, and a D′
i that is quite similar to Di.

In particular, they have asymptotically the same number of states.
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q1,0start

q1,1

q1,2

q1,3

...

q1,n−2

q1,n−1

q2,1,0

q2,1,1

...

q2,1,n−4

q2,1,n−3

q2,1,n−2

w1[0]

w1[1]

w1[2]

w1[3]

w1[n − 3]

w1[n − 2]

a0 = w1[n − 1]

w1[0]

w1[1]

w1[n − 5]

w1[n − 4]

w1[n − 3]

a1

a1

a1

a1

a1

(a) transition diagram of
D2

q1,0start

q1,1

q1,2

q1,3

...

q1,n−2

q1,n−1

q2,1,0

q2,1,1

...

q2,1,n−4

q2,1,n−3

q2,1,n−2

w1[0]

w1[1]

w1[2]

w1[3]

w1[n − 3]

w1[n − 2]

a0 = w1[n − 1]

w1[0]

w1[1]

w1[n − 5]

w1[n − 4]

w1[n − 3]

a1

a1

a1

a1

a1

q3,1,0

q3,1,1

q3,1,2

q3,1,3

...

q3,1,n−2

q3,1,n−1

q3,2,1,0

q3,2,1,1

...

q3,2,1,n−4

q3,2,1,n−3

w1[0]

w1[1]

w1[2]

w1[3]

w1[n − 3]

w1[n − 2]

a0 = w1[n − 1]

w1[0]

w1[1]

w1[n − 5]

w1[n − 4]

a1

a1

a1

a1

a1

a2

a1

a2

a2

a2

a2

(b) transition diagram of D3

Fig. 2: transition diagrams
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4 Upper bound for overlap-free words

In this section, we prove an upper bound on the length of the shortest overlap-
free word accepted by a DFAD over a binary alphabet.

Let L = L(D) and let R be the set of overlap-free words over Σ∗
2 . Carpi

[3] defined a certain operation Ψ on binary languages, and proved that Ψ(R) is
regular. We prove that Ψ(L) is also regular, and hence Ψ(L) ∩ Ψ(R) is regular.
The next step is to apply Proposition 1 to get an upper bound on the length of
the shortest word in Ψ(L)∩Ψ(R). This bound then gives us an upper bound on
the length of the shortest overlap-free word in L.

Let H = {ǫ, 0, 1, 00, 11}. Carpi defines maps

Φl, Φr : Σ25 → H

such that for every pair h, h′ ∈ H , one has

h = Φl(a), h
′ = Φr(a)

for exactly one letter a ∈ Σ25.
For every word w ∈ Σ∗

25, define Φ(w) ∈ Σ∗
2 inductively by

Φ(ǫ) = ǫ, Φ(aw) = Φl(a)µ(Φ(w))Φr(a) (w ∈ Σ∗
25, a ∈ Σ25). (23)

Expanding (23) for w = a0a1 · · ·an−1, we get

Φl(a0)µ(Φl(a1)) · · ·µ
n−1(Φl(an−1))µ

n−1(Φr(an−1)) · · ·µ(Φr(a1))Φr(a0). (24)

For L ⊆ Σ∗
2 define Ψ(L) =

⋃

x∈L Φ−1(x). Based on the decomposition of
Restivo and Salemi [9] for finite overlap-free words, the language Ψ(x) is always
nonempty for an overlap-free word x ∈ Σ∗

2 . The next theorem is due to Carpi
[3].

Theorem 12. Ψ(R) is regular.

Carpi constructed a DFAA with less than 400 states that accepts Ψ(R). We
prove that Ψ preserves regular languages.

Theorem 13. Let D = (Q,Σ2, δ, q0, F ) be a DFA with N states, and let L =
L(D). Then Ψ(L) is regular and is accepted by a DFA with at most N4N states.

Proof. Let ι : Q → Q denote the identity function, and define η0, η1 : Q → Q as
follows

ηi(q) = δ(q, i) for i = 0, 1. (25)

For functions ζ0, ζ1 : Q → Q, and a word x = b0b1 · · · bn−1 ∈ Σ∗
2 , define ζx =

ζbn−1 ◦ · · · ◦ ζb1 ◦ ζb0 . Therefore we have ζy ◦ ζx = ζxy. Also by convention ζǫ = ι.
So for example x ∈ L(D) if and only if ηx(q0) ∈ F .
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We create DFAD′ = (Q′, Σ25, δ
′, q′0, F

′) where

Q′ = {[κ, λ, ζ0, ζ1] : κ, λ, ζ0, ζ1 : Q → Q},

δ′([κ, λ, ζ0, ζ1], a) =
[

ζΦl(a) ◦ κ, λ ◦ ζΦr(a), ζ1 ◦ ζ0, ζ0 ◦ ζ1
]

.

Also let

q′0 = [ι, ι, η0, η1],

F ′ = {[κ, λ, ζ0, ζ1] : λ ◦ κ(q0) ∈ F}. (26)

We can see that |Q′| = N4N . We claim that D′ accepts Ψ(L). Indeed, on
input w, the DFAD′ simulates the behavior of D on Φ(w).

Let w = a0a1 · · ·an−1 ∈ Σ∗
25, and define

Φ1(w) = Φl(aa0)µ(Φl(a1)) · · ·µ
n−1(Φl(an−1)),

Φ2(w) = µn−1(Φr(an−1)) · · ·µ(Φr(a1))Φr(a0).

Using (24), we can write
Φ(w) = Φ1(w)Φ2(w).

We prove by induction on n that

δ′(q′0, w) =
[

ηΦ1(w), ηΦ2(w), ηµn(0), ηµn(1)

]

. (27)

For n = 0, we have Φ(w) = Φ1(w) = Φ2(w) = ǫ. So

δ′(q′0, ǫ) = q′0 = [ι, ι, η0, η1] = [ηΦ1(w), ηΦ2(w), ηµ0(0), ηµ0(1)].

So we can assume (27) holds for some n ≥ 0. Now suppose w = a0a1 · · · an
and write

δ′(q′0, a0a1 · · · an)

= δ′(δ′(q′0, a0a1 · · · an−1), an)

= δ′
([

ηΦ1(w[0..n−1]), ηΦ2(w[0..n−1]), ηµn(0), ηµn(1)

]

, an
)

=
[

ηµn(φl(an)) ◦ ηΦ1(w[0..n−1]), ηΦ2(w[0..n−1]) ◦ ηµn(φr(an)), ηµn(1) ◦ ηµn(0), ηµn(0) ◦ ηµn(1)

]

=
[

ηΦ1(w), ηΦ2(w), ηµn+1(0), ηµn+1(1)

]

, (28)

and equality (28) holds because

Φ1(w[0..n− 1])µn(φl(an)) = Φ1(w),

µn(φr(an))Φ2(w[0..n− 1]) = Φ2(w),

µn(0)µn(1) = µn(01) = µn(µ(0)) = µn+1(0), and similarly

µn(1)µn(0) = µn+1(1).

Finally, using (26), we have

w ∈ L(D′) ⇐⇒ δ′(q′0, w) =
[

ηΦ1(w), ηΦ2(w), ζ0, ζ1
]

∈ F ′

⇐⇒ ηΦ1(w) ◦ ηΦ2(w)(q0) ∈ F

⇐⇒ Φ(w) = Φ1(w)Φ2(w) ∈ L(D).

⊓⊔
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Theorem 14. Let D = (Q,Σ2, δ, q0, F ) be a DFA with N states. If D accepts
at least one overlap-free word, then the length of the shortest overlap-free word

accepted is 2O(N4N ).

Proof. Let L = L(D). Using Theorem 13, there exists a DFAD′ with N4N states
that accepts the language Ψ(L).

Since Ψ(R) is regular and is accepted by a DFA with at most 400 states, we
see that

K = Ψ(L) ∩ Ψ(R)

is regular and is accepted by a DFA with O
(

N4N
)

states.
Since L accepts an overlap-free word, the language K is nonempty. Using

Proposition 1, we see that K contains a word w of length O
(

N4N
)

.
Therefore Φ(w) is an overlap-free word in L. By induction, one can easily

prove that |Φ(w)| = O
(

2|w|
)

. Hence we have |Φ(w)| = 2O(N4N ). ⊓⊔
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11. A. Thue. Über die gegenseitige Lage gleicher Teile gewisser Zeichen reihen. Norske

vid. Selsk. Skr. Mat. Nat. Kl. 1 (1912), 1–67. Reprinted in T. Nagell, ed., Selected
Mathematical Papers of Axel Thue, Universitetsforlaget, Oslo, 1977, pp. 413–478.

http://www.combinatorics.org/ojs/index.php/eljc/article/view/v9i1n10

	Shortest Repetition-Free Words Accepted by Automata
	1 Introduction
	2 Notation
	3 Lower bound
	4 Upper bound for overlap-free words


