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Abstract. This paper presents a personal ambient creation systme, IlluMe, 
which detects users’ emotion from their chatting context in instant messages 
and then analyze them to recommend suitable lighting and music to create a 
personal ambient. The system includes a mechanism for recording users’ 
feedback of the provided ambient to learn their preference. The aim of the 
proposed system is to link human language and emotion with the computer 
created environment seemlessly. To achieve this, we propose four apporaches 
to calculate emotion scores of words: Topical Approach, Emotional Approach, 
Retrieval Approach and Lexicon Approach. Natural language processing 
techniques such as normalization, part of speech tagging, word bigram 
utilization, and sentiment dictionaries lookup are incorporated to enhance 
system performance. Experiments results are shown and discussed, from which 
we find the system satisfactory and several future research directions are 
inspired.  

Keywords: emotion detection, blog articles, instant messages, ambient 
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1 Introduction 

Language is one of the major tools used by users to interact with computer interfaces, 
which includes texts, speech, facial expressions and body languages. To provide a 
satisfactory usage experience, context aware systems have tried to detect users’ emo-
tion when receiving commands [3], [8] and considered it in the proceeding process. 
To find the users’ emotion, real time information like the facial expression or the 
speech utterance was gathered [2]. However, additional cameras and microphones 
became necessary. Some researchers used sensors to watch the heart beat and the 
body temperature of residents to know their current emotion for further respondence, 
but then users had to wear sensors and it was inconvenient. Instead of watching body 
signals, we postulate that the communication among people is one of the important 
factors to influence their emotions and from the content we can find hints over a cer-
tain period of time. Therefore, we hope to watch users’ conversations and then detect 
their emotion.  
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In the natural language processing research community, emotion analysis has 
drawn a lot attention and the development of fundamental approaches as well as ap-
plications has been proposed [4], [9], [12]. In this research, clues from users’ textual 
conversations were mined by these approaches to detect their psychological emotion 
state. Then the ambient of their personal working or living space will be changed as a 
feedback of the designed system. As a start, music and lightings were utilized. The 
design of the proposed system could be easily integrated into or applied to personal 
emotion management, self-care, wellness management, or any other human-machine 
interfaces which intend to consider users’ emotion. 

There are many ways to categorize emotions. Different emotion states were used 
for experiments in previous research [1]. To find suitable categories of emotions, we 
adopted the three-layered emotion hierarchy proposed by Parrott shown in Table 1 
[7]. Six emotions are in the first layer, including love, joy, surprise, anger, sadness 
and fear. The second layer includes 25 emotions, and the third layer includes 135 
emotions. Using this hierarchical classification enables the system the ability to  
categorize emotions from rough to fine granularities and degrade to the upper level 
when the experimental materials are insufficient. In addition, mapping categories in 
other researches to ours becomes easier with the hierarchy, and more information is 
provided to annotators when marking their current emotion.  

We hope to find emotion from authors’ aspect instead of readers’ aspect from texts 
to fulfill our purpose. In this research, users’ conversations were collected from the 
log of instant message software Yahoo! Messager. To automatically learn the accom-
panied emotion from a large dataset, texts containing emoticons in Yahoo! blog ar-
ticles were utilized. Then statistical approaches were adopted and compared. As to 
relations of emotions and the music, most researchers looked for the emotions in 
songs or rhythms [10-11]. They classified music into different emotional categories 
and developed the system to tell what emotion a song might bring to a listener, which 
was from readers’ aspect. However, if the aim is to create a comfortable ambient, 
what songs a person in a certain emotional state wants to listen to becomes the ques-
tion. A happy user does not always enjoy happy songs, and vice versa, which makes 
the technology developed in the previous work not applicable. Learning and adapting 
to the personal preference become the aim in this research. This is also true for the 
lightings. To further help the system perform better, collecting users’ feedback was 
realized by using smart phones as the personal controller. 

Table 1. Emotion Categories (Tertiary Emotion Not Listed) 

Primary Emotion Secondary Emotion 

Love Affection, Lust, Longing 
Joy Cheerfulness, Zest, Contentment, Pride, Optimism, Enthrallment, Relief 
Surprise Surprise 
Anger Irritation, Exasperation, Rage, Disgust, Envy, Torment 
Sadness Suffering, Sadness, Disappointment, Shame, Neglect, Sympathy 
Fear Horror, Nervousness 



130 L.-W. Ku and C.-W.

 

In this paper, we described
IlluMe but focused more on
proposed techniques can he

2 System Descript

The potential working area
designed to fit in with th
users’ personal computer a
control and the music play
computer. The smart phon
wireless network. The only
many smart phones are fun
computer is not necessary a

 
 
 
 
 

F

Locat

Play

Bedroom 

L

Conversations

 Sun 

d the interfaces and functions of the context aware syst
n its core technology, the emotional analysis. We hope 

elp to develop future systems considering users’ emotion

tion 

a for IlluMe is home or a small space. The system w
he modern people’s life style: programs are installed
and smart phone. The smart phone functions as the rem
er, while all setting signals are sent out from the perso
ne and the personal computer communicate through 
y additional hardware requirement is the lighting set. N
nctioned with instant messages. In that case, the perso
and the system is obviously more convenient. 

 

Fig. 1. System Illustration of IlluMe 

Fig. 2. Operation Flowchart 

Media 
Control

Mode tion 

y Music 

Location

Display Lighting Effect 

Living Room 

Lights 
Color 

EmotionSet
Atmosphere

s Devices 

   Ambient
(music, lighting, etc.) 

Emotion 

tem 
the 

ns. 

was  
d in  
mote 
onal  
the 

Now 
onal 



 Detecting Emotion from Dialogs and Creating Personal Ambient 131 

 

Figure 1 demonstrates the proposed system IlluMe designed for a small space person-
al environment. Detailed system framework can be found in Ku’s research [6]. We 
expect that this system could interactively respond to users’ personal status by provid-
ing a feeling of the companion. We view the IlluMe system as a realization of detect-
ing emotions from users’ textual conversations and then responding the best ambient 
accordingly. System features include an Emotion Detection Switch which detects 
users’ current emotion according to messenger logs once a preset time period; an Auto 
Ambient Setting which sets the current ambient by a specific combination of a song 
and a light group which corresponds to the emotion or represents a special atmos-
phere; a Manual Ambient Adjustment which provides a user interface to change the 
settings of music and lightings from smart phones; a Personal Preference Learning 
Mechanism which records the new settings, learns the preference and then performs 
the user adaptation; the Unlimited Melodies and Rich Light Colors where songs are 
added by users and 65,536 lighting colors are provided; Instant State Update which 
watches the users’ input from messenger when the software is on and changes  
the music and lighting according to the detected emotion to make users feel like the 
environment is interacting with them. Figure 2 shows the operational flow of the user 
interface. 

We adopted the concept of collaborative filtering to design the function of personal 
ambient learning. In the early stage of using IlluMe, it proposes the most frequently 
selected settings, that is, the choice of a group of people in the specific emotional 
state. If the user is connected to the Internet, the user experience will be transferred 
back to the servers to help suggest a better ambient to other users. 

The user experience can be optimized because of design of using smart phones. As 
the users update the settings, the system knows their preference. In the later stage, the 
learning function is able to consider the preference of both the individual and the 
group to create a unique ambient for each user. 

3 Emotion Analysis 

The emotion analysis that IlluMe performed is to find the emotions that texts in mes-
senger logs bear in order to create a comfort ambient by sound and lighting accor-
dingly. To achieve this, the system needs to understand the Internet language first, 
and then detect emotions and categorize them. The system works on the Chinese chat-
ting environment and analyzes Chinese texts to detect emotions. Two dictionaries, the 
Chinese sentiment dictionary NTUSD [14] and the Chinese emotion dictionary [13], 
were adopted for detecting emotions. The former categorized sentiment words into 
positive and negative, while the latter into eight emotion types: awesome, heartwarm-
ing, surprising, sad, useful, happy, boring, and angry. Notice that these eight emotion 
types appeared in Yahoo! News Taiwan in the year 2008 and not all of them were 
general emotion states. Therefore, we tried to align Lin’s emotion categories with 
those in Parrott’s emotion hierarchy before using his dictionary.  

Messenger logs were used as the source to detect emotions. We collected  
texts from Yahoo! Messenger and MSN Messenger logs of 8 annotators. When  
the installed collecting program in their computers was on, it ran as a service and 
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continuously logged their messages. Whenever there was at least one new message, 
once an hour the collecting program would pop up the menu and ask them to annotate 
the current emotion together with the preferred settings of the music and lighting. 
There were 3,290 songs, 15 emotional lighting colors and 6 atmospheres for selection. 
A total of 150 records are annotated for experiments. 

Before the sentiment analysis, some preprocessing steps were performed. In addi-
tion to the segmentation and part of speech tagging [16], which are the common  
preprocessing steps when utilizing Chinese texts, messenger logs and sentiment dic-
tionaries were first transformed into zhuyin [15], a Chinese phonetic symbol set,  
before looking for emotions to avoid the mismatch caused by this popular type of 
creative use of writing systems. 

3.1 Learning Emotional Scores of Words 

The emoticon sentences, i.e., there is at least one emoticon in these sentences, were 
treated as the learning materials and from them the emotional score of each word was 
calculated. The learned emotional scores of the words in the messenger log were ac-
cumulated to determine the emotion class of the log. Four approaches were proposed: 
Topical Approach, Emotional Approach, Retrieval Approach and Lexicon Approach 
[5]. Topical Approach utilized the concept of tf‧idf score (term frequency multiplied 
by inversed document frequency) and distributed it to 40 emoticon classes by the 
probability of observing the emoticon sentences in each emoticon class over all emo-
ticon sentences; In Emotional Approach the emoticon sentences of the same emoticon 
class were concatenated into one document and scores of words were calculated as in 
Topical Approach (the mapping is shown in Table 2); Retrieval Approach took the 
current sentence for judgment as a query and found the most similar 10 sentences 
(P@10, precision at ten) to determine the emotion it bore; Lexicon Approach looked 
up words from the Chinese emotion dictionary [13] and calculates their emotional 
scores [14]. Topical Approach and Retrieval Approach consider the importance of 
words in the query sentence and the emoticon sentences, while Emotional Approach 
calculates the “emoticonal” tendency of the words in the query sentence. 

Table 2. The Mapping of the Emotion Class and Emoticon Classes 

Emotion Emoticon 
Love 7(love), 8(shy), 10(kiss) 
Joy 1(smile), 4(happy), 13(smug), 18(laugh) 
Surprise 11(surprise) 
Angry 12(angry) 
Sadness 17(cry), 37(sign) 
Fear 15(worried) 

3.2 Experimental Results and Discussions 

To evaluate the performance of the emotion detection in messenger logs, 10-fold ex-
periments were performed. The results of four approaches for emotion detection were 
listed in Table 3. The best result of emotion detection among four approaches was 
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generated by Topical Approach, while Emotional Approach performed the worst. 
After looking over the emotional scores, we found that the unsatisfactory performance 
of Emotional Approach was caused by the concatenation of the emoticon sentences of 
the same class. This process made forty very large documents so that term frequency 
became the dominate factor and deteriorated the performance. 

Retrieval Approach was better than Emotional Approach but worse than Topical 
Approach. Instead of distributed the tf‧idf score to 40 emotion classes like Topical 
Approach, Retrieval Approach utilized it to rank sentences for voting on the emotion 
class. As a result, we can say that considering the composite important words to find 
the emotion class performs better than letting similar sentences to determine. 

Lexicon Approach was different from the other three in that it did not calculate 
scores based on emoticon sentences. Its performance was the second among all. The 
advantage of using lexicons was that we could find words not appearing in the emoti-
con sentences and hence would still be able to know the emoticon class of sentences, 
even though there were no previously seen words in them. However, having fixed 
lexicon set was also its disadvantage. When there were many emoticon sentences so 
that scores of various words were learned in Topical Approach, Lexicon Approach 
suffered from the limited lexicons.  

Table 3 shows that all approaches tended to perform unsatisfactory for emotion 
class Love, Angry and Fear. For Angry and Fear, the insufficiency of emoticon  
sentences was one causing factor of the low performance. Moreover, these two emo-
tion classes were seldom selected by annotators. Logs of these classes might be re-
lated to specific events represented by special word compositions instead of a certain 
subjective words.  

Generally for all approaches, we found several causes of mis-categorization. First, 
some infrequent words (i.e. less than 10 times) had unreasonably high scores. Second, 
the polarity of a sequence of words might be different from that of its composite 
words. Third, positive words in negative sentences (and vice versa) caused noise 
when determining the polarity. We hence proposed corresponding enhancement  
approaches in the next section. 

Table 3. Performance of Emotion Detection in Message Logs 

Approach→ 
Metric↓ 

Topical 
 

Emotional 
 

Retrieval 
 

Lexicon 
 

Love 0.000 0.000 0.000 0.000 

Joy 0.850 0.238 0.438 0.325 

Surprise 0.000 0.000 0.000 1.000 

Angry 0.000 0.000 0.000 0.000 

Sadness 0.103 0.000 0.103 0.026 

Fear 0.000 0.000 0.000 0.000 

Macro-Avg 0.159 0.040 0.090 0.225 

Micro-Avg 0.480 0.127 0.260 0.187 
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4 Conclusion and Future Work  

Through the work we aim to apply the language technology to redefine the concept of 
a personal space. Via the proposed interface, the space is enabled the capability to 
observe human emotion, and create corresponding consoling ambient according to the 
residents’ different status. The emotion analysis technique equips the space with the 
interaction ability with the residents. The instant interior lightings and music change 
expressed with constructed ambient and residents give feedbacks, which complete a 
new form of “conversation”.  

For the mentioned interface and functions, the core technology which detects us-
ers’ emotion is the most critical part. We proposed several approaches to enhance the 
performance of the system, and showed satisfactory results. Along with the developed 
technology, a good communication between computer controlled devices and users is 
feasible. Moreover, several further applications utilizing system components become 
easier to implement. 

Continuing collecting annotated materials and user feedbacks for learning, and 
then performing a long term experiment to develop good learning approaches is the 
future plan. Conversations from the Internet, such as Facebook, blog feedbacks, or 
line could be sources to gather various materials for advanced emotion detection. 
Making the system components real products like the home lighting system, the in-
telligent table lamp, or the music album promoter will be the next research direction. 
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