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Abstract. In highly autonomous robotic systems, human operators are able to 
attend to their own, separate tasks, rather than directly operating the robot to ac-
complish their immediate task(s). At the same time, as operators attend to their 
own, separate tasks that do not directly involve the robotic system, they can end 
up lacking situation awareness (SA) when called on to recover from automation 
failure or from an unexpected event. In this paper, we describe the mechanisms 
of this problem, known as the out-of-the-loop performance problem, and de-
scribe why the problem may still exist in future robotic systems. Existing solu-
tions to the problem, which focus on the level of automation, are reviewed. We 
describe our current empirical work, which aims to expand upon taxonomies of 
levels of automation to better understand how engineers of robotic systems may 
mitigate the problem.  
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1 Introduction 

In highly autonomous robotic systems, human operators are able to attend to their 
own, separate tasks, rather than having to directly operate a robot to accomplish their 
immediate task(s). Because this is one of these systems’ major benefits, robots are 
being developed to have high levels of autonomy, so that they can function with as 
little human intervention as possible [1]. Still, as robots grow in capability, they will 
continue to need some human supervision and occasional human intervention [2].  

Human performance problems in complex and automated systems have been dis-
cussed for some time [3] [4]. Sarter [5] was one of the first to broaden the contribut-
ing factors to the problem to those beyond automation complacency [6]. For example, 
Sarter identified a lack of SA as a mediator between high levels of automation and 
poor performance. Endsley and Kiris [7] found that the out-of-the-loop performance 
problem affected humans working in highly automated systems. In the out-of-the-loop 
performance problem, operators who attend to their own, separate tasks can end up 
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lacking SA when they are called upon suddenly, for example, to recover from auto-
mation failures or in response to another unexpected event. The phenomenon of the 
out-of-the-loop performance problem has been studied in multiple domains, for ex-
ample, among pilots where a loss of SA has been observed under conditions of high 
cockpit automation [8]. 

In this paper, we describe the mechanisms of the out-of-the-loop performance 
problem and describe why the problem may still exist in future robot systems. Exist-
ing solutions to the problem, which focus on the level of automation, are reviewed. 
We also describe our empirical work, which aims to expand upon taxonomies of le-
vels of automation to better understand how engineers of robotic systems may miti-
gate the problem. 

2 The Out-of-the-Loop Performance Problem in HRI 

A common problem of capable, autonomous robots is poor SA [9]. As we introduced 
above, lack of SA under conditions of automation failure has come to be known as the 
out-of-the-loop performance problem [10] and the out-of-the-loop unfamiliarity prob-
lem [9]. Further, robustness in robot capabilities remains a challenge to robotics [11]. 
As new capabilities are developed, robots may be able to perform new tasks, but re-
liability may be limited, especially initially. For human operators to take advantage of 
new robot capabilities, operators must be able to recover from robot failures. 

The out-of-the-loop performance problem occurs because of a shift in the impor-
tance of information within the environment that is the result of a change in the level 
of automation. Operators working with high-autonomy automation typically do not 
need the details of the automation’s task to achieve their own goals; in fact, the car-
dinal objective of the automation is to off-load the operator of having to obtain and 
hold detailed knowledge and to perform continuous monitoring. Consequently, high-
performing operators can be expected to ignore these details and devote their re-
sources to their own task components. Unfortunately, failure of the automation leads 
to a rapid switch from these details being unimportant to suddenly being of crucial 
importance to task completion. The result can be very poor SA, especially when the 
operator’s current knowledge overlaps minimally with the knowledge needed to ef-
fectively achieve task goals. 

This problem is likely to be of continued concern in future robot systems. These 
systems are designed to offload the human through high autonomy. Additionally, a 
factor contributing to the out-of-the-loop performance problem, namely, imperfect 
reliability, is likely present, at least initially. Further, when these robots fail, they may 
do so in non-obvious ways. Indeed, in such systems, the need for a shift from full 
autonomy to operator intervention may not be marked by clearly pronounced signals, 
unlike in many current systems or when an obvious failure occurs in a complete sub-
system. It is fairly obvious, for example, when a pilot needs to revert to an alternate 
method of navigation or control when an instrument in the cockpit goes completely 
blank or gives a value that is clearly out of the possible range. In this case, a combina-
tion of signals in the automation (the blank display or wrong value), combined with 
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the pilot’s knowledge and SA, signal that a task previously handled by automation 
must be performed manually.  

In contrast, robot failures may include instances in which a robot provides appar-
ently valid information that is based on incorrect sensing. Although this type of  
failure may occur in other systems, and robots also fail in obvious ways, a pressing 
problem is dealing with subtle sensing errors in a system separated from its operator 
by location and task assignment. That is, the operator and robot are not only in differ-
ent locations, they also have different roles, making it difficult, impossible, or unne-
cessary to monitor each action of the robot. These types of failures are not mechanical 
failures (such as when the robot is stuck and cannot complete the task), but rather 
failures in robot sensing and intelligence (i.e., the robot completes the task but does so 
incorrectly). Furthermore, measuring a robot’s confidence or meta-awareness of their 
sensors continues to be a more difficult problem than sensing itself [12]. Consequent-
ly, robot mistakes may be detectable only through cross-checking with other data, and 
failure at lower levels (i.e., sensing) may only have noticeable consequences at higher 
levels (i.e., decision-making). From the operator’s perspective, a shift must take place 
when a robot fails; what previously did not need to be known by the operator sudden-
ly becomes critically important. To maintain SA, interventions are thus needed to 
support the operator’s information processing under robot unreliability. These will be 
important considerations for system design so that humans can effectively use the 
capabilities of future robots. 

In summary, SA is an important construct that mediates the relationship between 
autonomy and performance. We assert that without consideration of other task factors, 
high levels of robot autonomy will lead to poor SA. Next, we discuss the potential 
solutions to this problem developed in other systems and how they may apply to hu-
man-robot interaction. 

3 Potential Solutions  

Since there are benefits to automation and operator involvement [10], a solution to the 
problem of “which agent does what” is needed. The solution should be human-
centered and bound to the mission context [13]; it also needs to be applicable to hu-
man-robot interaction. 

3.1 Selecting a Level of Automation 

The degree to which a robot is involved in the task has been called the level of robot 
autonomy. Autonomy has origins in the Greek word autonomia, which means inde-
pendence [14]. The United States Department of Defense defines an autonomous 
weapon system as “a weapon system that, once activated, can select and engage tar-
gets without further intervention by a human operator” [15] and an autonomous bat-
tlefield entity as one “that does not require the presence of another battlefield entity in 
order to conduct its own simulation in the battlefield environment” [16].  
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Extending these definitions to robots, their autonomy is the extent to which the be-
havior of a robot results from integration of its own sensing [17] and the extent to 
which it makes decisions not mediated by other entities, in particular, humans [18]. 
Robot autonomy is generally discussed as a quality integrating the robot’s capabilities 
and authority across a series of tasks [19]. Although autonomy is an intuitive quality 
of robots, there are few developed quantitative models that describe robot autonomy, 
and fewer still that specify an operational definition.  

Robot behavior can be considered to belong to the broader class of automation. 
Automation is any “device or system that accomplishes (partially or fully) a goal that 
was previously, or conceivably could be, carried out (partially or fully) by a human 
operator” [19]. By considering robot behavior as automation, one can describe the 
robot’s involvement in a particular task as the level of automation.  

3.2 What Is Automated, Not Only How Much Automation 

The general case of automation has been widely studied [19]. An early taxonomy 
applicable to robots was developed by Sheridan and Verplank [20] and expanded 
upon by Parasuraman, Sheridan, and Wickens [19]. Importantly, their taxonomy ex-
panded upon prior models by including what task is automated in addition to how 
much automation is used. Under this model, the level of automation for a robot can be 
described as: (a) the levels of information processing in which the robot participants 
(i.e., what), and (b) the conditions under which the robot participates in each process 
(i.e., how much). 

The first two levels of this model map cleanly onto Endsley’s [21] levels of SA 
[22]. The first two levels of the model are the two levels of diagnostic aiding [23]. 
Robots perform the information acquisition stage of diagnostic aiding when they 
gather relevant information through their sensors. Robots perform the second stage, 
information analysis, when they integrate multiple pieces of sensor data or when they 
integrate sensor data with previously stored or externally provided information. Thus, 
information acquisition is a precursor to information analysis, and a robot that per-
forms both stages operates at a higher level of automation than one that only performs 
information acquisition. Automation that provides the higher level of diagnostic aid-
ing leads to better decision making [24] and performance [25] in operators while lo-
wering their workload [26].  

As discussed, the what of automation has been modeled by Parasuraman et al. [19]. 
However, much of the applied literature has taken a how much approach to measuring 
and manipulating the level of automation. Although it is understandably easier to 
manipulate the presence or functionality of an entire system, research needs to specify 
the stage as well as the amount of automation. Horrey and Wickens [27] adapted this 
approach and found that both information acquisition (stage 1 diagnostic aiding) and 
information analysis (stage 2 diagnostic aiding) lead to better performance than an 
unaided condition on a battlefield simulation task, with the information analysis aid 
leading to a greater reduction in errors compared with the information acquisition aid. 
However, memory probe questions suggested that relevant items were processed more 
deeply with the lower level of diagnostic aiding [27].  
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Adding automation of information analysis to automation of information acquisition 
has been shown to have a greater effect on decisions than automation of information 
acquisition alone. In a study of anesthesiologists, nurses, and hospital housekeepers, for 
example, operating room management information was presented as either a command 
display, which provided recommendations, or a status display, which made decision-
relevant information available [24]. When making decisions in subsequent scenarios, 
participants without either type of aid performed less accurately than random chance. 
Decision-making, both a cognitive outcome and a performance measure, was improved 
only by the command display (status displays did not have a significant effect on deci-
sion accuracy). Further, incorrect command displays had greater costs associated with 
them for trust, and users were more likely to follow erroneous recommendations that did 
not affect safety. From this, Dexter et al. [24] concluded that command displays were 
preferable, but carry additional costs when their recommendations are incorrect. 

Although robot diagnostic aiding may be beneficial to SA, the literature suggests 
that this relationship is highly sensitive to the presence of unreliability in the robot, 
and that the two levels of diagnostic aiding may be differentially affected. Perfor-
mance decreases as the reliability of a diagnostic aid falls [28]. While unreliable in-
formation negatively impacts performance, the effect may be stronger for information 
analysis automation than for information acquisition automation [29] [30]. 

Sarter and Scroeder [30] found that a diagnostic aid that provided recommenda-
tions (information analysis), rather than status information (information acquisition), 
had a greater performance cost when the automation was not reliable. Rovira and 
colleagues [29] found that unreliability degraded operator accuracy at three levels of 
increasingly automated information analysis. Unreliability did not have a significant 
effect on accuracy in the information acquisition condition, however.  

A similar pattern of results was found in an airplane identification task by Crocoll 
and Coury [31]. In a study manipulating status (acquisition) and recommendation 
(analysis) information, the group receiving only status information was the least af-
fected by inaccuracy in the automation. In line with this finding, Skitka, Mosier, and 
Burdick [32] found that introduction of imperfect automation that monitored system 
state lead to an increase in missed events.  

Parasuraman and Wickens provided a cognitive explanation for why lower levels 
of diagnostic aiding may lead to better SA: “The user must continue to generate the 
values for the different courses of action. As a result, users may be more aware of the 
consequences of the choice and of the possibility that the choice may be incorrect 
because of a faulty automated diagnosis” [33]. This may explain the empirical find-
ings of Horrey and Wickens [27]. When operators perform information analysis, they 
perform additional processing that may keep them “in the loop”. Consequently, the 
operators’ information analysis should lead to better SA during robot unreliability. 

Galster, Bolia, and Parasuraman [34] found that performance on a target detection 
task improved when an information status cue was added, even though this cue was 
not perfectly reliable. When a higher level of aiding was added in the form of decision 
suggestion, performance was not improved unless the information status cue was also 
included. This suggests that under conditions of unreliability, operators may be able  
 



 The Impact of Type and Level of Automation on Situation Awareness 257 

to recover from erroneous information provided by information acquisition automa-
tion more easily than from information analysis automation. In summary, when  
reliability is limited, access to lower-level data can help an operator to remain in the 
loop [35]. 

4 Discussion and On-Going Research 

The out-of-the-loop performance problem affects systems that separate the human 
from the automation during normal operation but need human intervention if some-
thing goes wrong. Future robots will be subject to limited reliability as they deal with 
the complexity of their operational environments and interact with humans. Because 
of this, the robot will be dependent upon its human operators for successful perfor-
mance, just as humans will depend upon the robot to execute mission goals. To ensure 
that humans do not lose SA, it is imperative that system designers consider how an 
operator’s cognition may be affected by the autonomy and reliability of the robot. 

We assert that the levels of information processing at which a robot offers assis-
tance provide an important indicator of how the operator’s SA will be affected. In 
other words, robots that are capable of gathering and integrating information can sup-
port higher levels of SA in the human, but only if the robot is able to perform this task 
reliably. When reliability is very high and unreliability has minimal impact on mis-
sion effectiveness, operators are likely to benefit from automation that integrates in-
formation and operates independently. Under the more realistic scenario of robot 
unreliability, it may be more beneficial for the robot to provide less integrated infor-
mation to support lower levels of SA. Taking this approach could help the human 
mitigate the effects of robot unreliability.  

Because the level of automation is both what and how much, the solution to im-
plementing the right level of automation in a robot system will depend on the infor-
mation and work needs of the human operator as well as the anticipated reliability of 
the robot system. It is important to consider these as two separate factors, each contri-
buting to the autonomy of the robot. It may be neither sufficient nor desirable to lower 
the level of automation. Instead, high levels of automation may be possible by design-
ing the robot to keep the human in the loop through the provision of relevant, low-
level information. By strategically selecting what is automated, the robot may be able 
to perform its assigned functions more independently. In this way, the human will be 
able to maintain SA while benefiting from a robot capable of independent sensing and 
behavior. 

This is the topic of our current empirical investigation. The purpose of our study is 
to determine the conditions under which diagnostic aiding contributes to operator SA 
given limitations of robot reliability, on the one hand, and unaided human task per-
formance, on the other. Diagnostic aids that perform information analysis as well as 
information acquisition should lead to higher levels of SA than information acquisi-
tion alone. However, this relationship has been observed only under cases of perfect 
robot reliability. We expect the opposite under conditions of imperfect reliability. 
That is, information acquisition will be more beneficial form of automation than  
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information analysis. By providing lower-level information, the human should remain 
in the loop. This study will confirm and extend the findings discussed while providing 
insight into the conditions under which the out-of-the-loop performance problem can 
be mitigated. 

Our ultimate goal is to expand upon the existing understanding of the levels of au-
tomation by considering how the type of automation may affect levels of human SA 
and how that relationship varies as a function of robot unreliability. Ultimately, this 
may provide a path towards maximizing human SA in human-robot interaction. 
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