
D. Harris (Ed.): EPCE/HCII 2013, Part I, LNAI 8019, pp. 39–48, 2013. 
© Her Majesty the Queen in Right of Canada 

Using Cognitive Work Analysis to Drive Usability 
Evaluations in Complex Systems  

Aren Hunter and Tania Randall 

Defence R&D Canada – Atlantic, Dartmouth, Nova Scotia, Canada 
{Aren.Hunter,tania.Randall@drdc-rddc.gc.ca} 

Abstract. This paper describes how Cognitive Work Analysis (CWA) can be 
utilized to support a system-level usability analysis. Overall, we suggest that 
CWA-derived work tasks should be considered as useful in guiding the 
development of scenario-based usability questions. We also suggest that 
usability practitioners be mindful of the importance of time consistencies in 
developing scenarios and in the appropriate timing of questions throughout the 
scenario. When evaluating the results of a system level usability experiment it is 
useful to view the results in light of cognitive and attentional biases.  

Keywords: Attention, Biases, Cognitive Work Analysis, Mental Models, 
System, Usability, Work Tasks. 

1 Introduction 

1.1 Overview  

The intent of this paper is to profile the use of Cognitive Work Analysis (CWA) as a 
tool in performing a system level analysis. Although the primary objective of this 
research project was to assess the usability and functionality of an Integrated 
Information Display (IID), this particular paper addresses the process we undertook to 
perform the usability assessment. This paper is an attempt to fill the notable gap in the 
literature with respect to system level usability evaluations. As such, we believed that 
the use of CWA to inform our assessment was unique, generalizable and worth 
reporting. We also believed that there was value in reporting on the use of mental 
models and cognitive biases when evaluating a design. This paper will also shed light 
on the valuable aspects of CWA and the challenges in using it to define system level 
usability parameters. The process we describe is generalizable and valuable for 
researchers in various domains.   

1.2 Background 

Time-sensitive military missions often require operators to incorporate and process 
data that are distributed and presented in a variety of formats. In an attempt to 
understand and reduce demands on “information analysis” (p.65) [1] in submarines, 
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Defence R&D Canada – Atlantic (DRDC Atlantic) designed an IID to aid the 
warfighting capabilities of the Officer of the Watch (OOW) [2]. This IID is the focus 
of the following usability analysis. 

As part of the IID design process a CWA was completed [2]. The CWA allowed 
for an analysis of the OOW’s work domain. In general, CWA is used in these contexts 
to expose work restrictions that define decision making [3, 4]. The majority of 
researchers use CWA to gather information to aid the design of an interface for a 
complex system [5]. CWA extracts information requirements that are needed by 
operators to make effective decisions. In essence, the information requirements 
provide an explanation of what information is important in the work domain [2]. Once 
this is complete, the second step in display design is to determine how the information 
should be presented. The challenge at this point becomes translating hundreds of 
information requirements into meaningful graphics that support operator decision 
making to complete various work goals. To do this effectively the information needs 
to be integrated in a way that defines the limits of the work system [4] and minimizes 
pressure on cognitive and attentional resources. Unfortunately, CWA techniques have 
not been optimized to easily turn information requirements into a usable design [5].  

Information from the IID was categorized in the following eight categories: Date 
and Time Group, Primary Ownship Status, Sound Velocity Profile, Tactical Picture, 
Contact Management, Schedule of Events, Alerts/Alarms, and Dynamic Information 
Area [6]. The layout of the categories on the IID are depicted in Figure 1. Due to 
issues related to intellectual property we are not able to present the readers with a 
fully mocked up display. However, certain isolated components of the display will be 
presented in this paper.   

 

Fig. 1. Represents the layout of information in the IID and the titles assigned to each [2] 
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Following the initial design layout an independent team conducted usability testing 
to assess usability and functionality prior to implementing the completed display. For 
this assessment, each of the areas depicted in Figure 1 was evaluated by submariner 
subject matter experts (SMEs) for issues related to their functionality and usability. 
To simulate the “dynamic” aspects of the display a series of five IID screenshots 
(scenes) were developed. Each of the screenshots included time relevant changes to 
the IID to mimic what would happen if the IID was fully functional. The scenes were 
manipulated by the researcher using a button press at the appropriate time in the 
evaluation. For example, Figure 2 depicts the change in tactical information in area 
four in the display from scene three (time 12:57) to scene four (time 14:06) [6]. This 
was an effective way to implement some level of dynamic fidelity without having to 
feed real data into the display. At each new “scene” we asked the user specific 
questions about the content of each display area, the functionality and usability of 
each display area, the anticipated content changes in the elements and the 
expectations for change in the next scene.  

 

Fig. 2. Scenario for the tactical picture at 12:57 (scene 3) and 14:06 (scene 4) which depicts the 
movement of contacts across time periods [6] 

2 System Level Evaluation  

Often a newly designed display is built to replace an outdated one allowing for a 
baseline evaluation between the old system and the new system [7, 8, 9]. However, 
since the IID is a new concept there was no old display available for comparison. As 
such, the display was evaluated based on these three criteria: CWA derived 
requirements, mental models, and attention biases. In the sections to follow we will 
give examples of tests using each of these criteria. It should be noted that traditional 
usability testing is efficient when evaluating the one-to-one relationship between 
elements, but these techniques are not easily applied to complex integrated displays. 
The complexity of integrated displays requires both an evaluation of individual 
components (i.e., a particular gauge) and a “holistic” evaluation of the system (i.e., 
the integration of information) [10]. The remainder of this section will outline how we 
tested this new system. It also outlines what portions of the available CWA were most 
effective in supporting our evaluation. 
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Roth and Eggleston [7] indicate that complex system usability needs to be driven 
by a "work-centered evaluation" (p.204) to determine the value of the display in 
supporting work functions and work tasks.  These types of evaluations require an 
understanding of specific work tasks and contexts, cognitive and attentional 
resources, task complexity, and performance expectations which matches well to the 
outputs of CWA [7]. This requires that scenario appropriate metrics and questions be 
designed for use in the usability evaluation [11]. Understanding when, and under what 
conditions, the display supports and overwhelms cognitive and attentional resources is 
also vital in determining the limitations of the display [11].  

3 CWA Derived Requirements  

3.1 Scenario Development 

The first task, prior to beginning the evaluation, was to develop a detailed scenario 
with enough complexity to allow for realistic work centered decisions [9, 11]. The 
literature is vague on guidelines for developing these types of scenarios, but we found 
that scenarios or storyboards used during the CWA were sufficient enough in detail to 
support “work-centered” decision making. Dynamic scenarios, regardless of domain, 
require realistic timelines and event sequences. Our experience suggests that users are 
particularly sensitive to deviations in time and the progression of elements across 
time. As such, maintaining predictability across time are key factors in scenario 
realism. When inconsistent patterns, such as slight target movement (jumping too far 
ahead or not far enough) are present in a scenario then the SME’s mental model 
becomes unreliable. This becomes particularly important for scenarios that require 
users to maintain awareness and predict the future status of the system as is often the 
case with dynamic displays [12]. Another important aspect comes from the 
naturalistic decision making literature which suggests that realistic time constraints 
are key to encouraging users to make realistic decisions. When testing a new system 
the researcher should ensure that realistic time constraints are in place to force SMEs 
to make decisions that provide a reasonable solution [13].  Providing them with too 
much time is not realistic and does not accurately reflect the way real world decisions 
are made. In effect, time is one way that researchers can induce ecological validity 
into scenario-based decision-making. 

3.2 Question Development 

Once the scenario was established a series of questions were developed. Questions 
were required as part of the system level analysis to assess if the IID supported the 
level of decision making that was intended. It is important to note that question 
development was one of the most challenging phases involved in the system level 
evaluation. It was also the phase of the analysis that leveraged the most from the 
CWA. In order to design system relevant questions we utilized the work functions 
that were extracted from the CWA design work [6]. In total, ten work functions were 
assessed for their applicability to question design. For each of the work functions a 
list of high-level and low-level work tasks were also identified. From these we 
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narrowed down the list of work functions and tasks to a set of scenario relevant 
functions and tasks. In the end, we had four relevant work functions, four high-level 
work tasks, and 22 low-level work tasks. A sample of the scenario relevant work 
functions and tasks are presented below in Table 1. 

Table 1. Outline of work functions extracted from the CWA with high and low level work 
tasks [6] 

 

We found that low-level work tasks, in comparison to high-level work tasks, were 
most suitable for constructing questions with measurable outcomes. While CWA 
results were useful for determining what tasks need to be completed to achieve a 
particular work function, they provided no indication as to when these tasks need to 
be performed. For example - is a low-level target motion analysis (TMA) task best 
made at the beginning, middle, or end of the scenario? ; is it best made before or after 
a particular event occurs?  For this reason, we had to review the availability of task 
related information at each point in the scenario to ensure that the questions were 
being posed at an optimal time in the scenario. Posing questions too early or too late 
would not provide an adequate representation of the system’s ability to support the 
work task in question.   

To answer these types of questions, we had an SME review the scenario and 
construct subtasks that could be asked as lead-up questions to the low-level work 
tasks. This allowed us to gauge how early in the scenario users began gathering 
information and what information sources on the display were most helpful in 
gathering this information. We also had the SME evaluate which areas of the display 
were most likely to support this question so that we could compare the user’s 
extraction of data to that of the SMEs.  An example of this process is provided in 
Table 2 below. 
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Table 2. Link between low-level work tasks, scenes (time), subtasks and display area 

 

4 Mental Models  

4.1 Mental Models and the IID 

While CWA derives various useful information requirements there is still a need to 
evaluate how the information requirements should be integrated and how they support 
user decision making. A “mental model” is essentially what drives users to perform in 
certain ways and to make certain decisions, and is representative of their expectations. 
A display that supports the user’s mental model reduces uncertainty and aids the 
decision making processes of the user [14]. We found it useful to assess the user’s 
mental model in an attempt to understand how users use the display and what 
information in the display best supports their decision making.  

As an example, we assessed the user’s mental model of motion. From the literature 
we know that mental representations of motion differ from static information [15]. As 
such, we believed there to be value in testing both static and dynamic forms of the 
gauges, especially since some of the dynamic gauges are slow moving and therefore 
have more static characteristics than dynamic ones. To start we isolated the static 
gauges from the whole display (Figure 3) and we asked users questions such as- "how 
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do you expect this gauge to change as fuel level decreases?" "which way do you 
expect the dashed line to move over time?" "what do you think will happen when the 
line reaches the darker colour?" [16]. These questions forced the users to verbalize 
their mental model so we could compare their mental model to the actual movement 
of the gauge. 

 

Fig. 3. Fuel gauge. Dashed line represents current fuel with 82% available 

Once we obtained an understanding of the user’s static mental model we used 
dynamic sliders and dropdown menus to simulate movement and changes to the 
system as they would happen in the dynamic display. The sliders and drop-down 
menus, presented underneath of the gauges in Figure 4, were adjusted to manipulate 
the lines depicted in the graphic. This allowed us to follow-up on the user’s 
expectations and to clarify confusing elements. We found this strategy particularly 
helpful for graphics that were less obvious. Speed (Figure 4 right graphic), was a 
particularly difficult graphic for the users to delineate because it had three separate 
colour coded lines. The meaning of these lines in the static condition was not apparent 
to the users. Motion was introduced by changing the numbers in the dropdown menus 
and by manipulating the slider. In doing this it became clear which line represented 
current speed (black dashed) and which one represented planned speed (blue line).  
We believe that testing elements in their static and dynamic form adds value to the 
assessment by tapping into both the static and dynamic mental models of the user.  

      

Fig. 4. Fuel and speed gauges with dropdown menus and sliders used to induce motion 

As a second example the IID had a new design for ownship spatial orientation 
based upon common aerospace displays (Figure 5). While CWA provided information 



46 A. Hunter and T. Randall 

requirements, there was still a need to determine how, and what, information should 
have been integrated. We found it useful to assess mental models to determine the 
“how” for the newly integrated graphics.  Properly integrated information should be 
less effortful to evaluate than the components that make up the integrated concept. 
Again, we assessed the user’s mental model to determine how separate concepts may 
be integrated and what the spatial representation of those elements should be. In doing 
this we found that our user’s mental model of "ownship" was from a “side-view” 
which made the new graphics with "look through" perspectives difficult for them to 
understand. The OOWs view of their submarine had an impact on how they integrated 
information related to the spatial orientation of ownship. As a result of this we 
redesigned the graphic in Figure 5 for a more simplistic integration from a “side-
view” perspective. As such, we suggest that mental models that include an 
understanding of spatial representations be used to assess integrated concepts. 

 

Fig. 5. Ownship attitude indicator with depth, trim, roll, pitch, rudder angle information 

5 Attention 

5.1 Attentional Factors in the IID 

One of the main difficulties with CWA for use in display design is that it assigns 
equal priority to all information requirements as a way to support all possible decision 
making tasks. This makes it difficult to determine how information should be 
oriented, sized, arranged, and integrated in the display. In order to support the  
user and aid the design, it is imperative that priorities be assigned and accurately 
reflected in the display layout. While understanding the expectations of the user is 
important, there is also a need to understand the cognitive and attentional resources 
required to process the relevant information. Part of our assessment evaluated user 
behaviours and outcomes with respect to perceptual and cognitive biases. In doing 
this, we are better able to predict the potential shortfalls of the display in high-stress 
and high-workload conditions. 

As an example, it is known that display logistics (i.e., arrangement, size, and 
proximity of information) directs attention and display viewing patterns [17]. Display 
sampling refers to the sequence of gaze patterns, which is driven by attention, to areas 
on the display [14, 17]. Ideally more important or vital areas of the display will be 
sampled more frequently than areas of low importance. With respect to the IID we 
found that some of the areas did not hold enough real-estate to reflect the importance 



 Using Cognitive Work Analysis to Drive Usability Evaluations 47 

of the information. Of course, this is likely a reflection of the fact that priorities  
were not assigned to the information extracted from the CWA.  For example,  
we found that SMEs used Area 4 more than Area 5 (see Figure 1), yet the two areas 
were of equal size. Had priorities been assigned to the information areas we would 
have known that the tactical picture was of high importance and required more screen 
real-estate. 

While we noted that the users gathered a lot of their information from the tactical 
picture we also have concerns that making the tactical picture too large would 
promote attentional tunneling [17]. By making one area of the display larger we run 
the risk of directing the user’s attention to this area at the expense of other vital 
information in the display. To combat this bias we suggest that scanning techniques, 
such as scanning the display in a particular pattern, be presented to users to maximize 
the amount of information they retrieve from the display. This would also help 
combat “event rate” [17] (p.73) biases which direct attention to quickly changing 
areas at the expense of more static areas in the display [17, 18]. Ideally, the 
recommended sampling technique would mimic the OOWs current data extraction 
mental model to allow the user to spend more time and resources evaluating the 
acquired information and making decisions.  

6 Conclusion 

We believe that usability professionals can minimize the ambiguity of system level 
testing by utilizing CWA derived work tasks. In the current assessment, we found that 
both the work functions and high-level work tasks were too general to adequately 
formulate questions. We did find that the CWA derived low-level work tasks were 
useful in guiding the development of scenario based usability questions. However, it 
was necessary to break the low-level work tasks into subtasks. The subtasks allowed 
us to formulate time relevant specific questions with measurable outcomes. We also 
recommend that priorities be assigned to the CWA derived information requirements 
to aid the design of the system-level display. Furthermore, we found the consideration 
of mental models and attentional biases in our assessment valuable in identifying 
ways to improve design and decrease attentional load. 
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