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Preface

Understanding the computational processes of visual perception and construct-
ing vision systems has been a prominent goal of computer scientists since the
advent of computers. In 1955, Oliver Selfridge proclaimed to build “eyes and
ears for the computer,” marking the beginning of a long development, guided
by changing paradigms and leading to exciting insights. While the enormous
complexity of human vision is still being explored, technological developments
have reached a state where computational vision processes can be integrated
into operational systems, realizing a spectrum from ambitious applications to
advanced experimental cognitive systems.

Whereas research on methods and theories has been well supported by sci-
entific journals and major international conferences such as CVPR, ICCV, and
ECCV from early on, the challenges of building complex operational vision sys-
tems received less attention. Therefore, a new conference series, titled “Inter-
national Conference on Computer Vision Systems” (ICVS), was created, with
the first conference taking place at Las Palmas on the Canary Islands in 1999.
The idea of this conference series is to primarily address issues arising in the
design and deployment of comprehensive computer vision systems for a broad
spectrum of applications, such as robotics, monitoring, video analysis, and scene
interpretation.

This volume contains the contributions to the 9th ICVS hosted in St. Pe-
tersburg, Russia. The focus is on diverse aspects of computer vision systems,
ranging from video capture to high-level image interpretation, typically treated
in the context of a realistic application or system building task. It is worth not-
ing that a major fraction of the contributions deal with robot vision, mirroring
the increasing support and interest for artificial cognitive systems and robotic
applications. For example, several papers address the challenging task of ana-
lyzing a mobile world by moving sensors. While there is impressive progress, it
is also apparent that much more work will be needed in this field and hopefully
be presented at future ICVS conferences.

There were 94 submissions to ICVS 2013, out of which the Program Chairs
selected 16 papers for oral presentation at the conference and 20 papers for
presentation as posters, based on the careful reviews of the Program Committee
and additional reviewers. All accepted papers have been revised by their authors
to address reviewers’ comments and are presented in this volume. We would like
to thank all the authors for their submissions and all the reviewers for their
valuable comments.

May 2013 Mei Chen
Bastian Leibe

Bernd Neumann
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Visual Processing and Understanding of Human

Faces and Bodies

Takeo Kanade

Robotics Institute
Carnegie Mellon University
Pittsburgh, PA 15213, USA

Abstract. A human face and body convey important information to
understand a person: her identity, emotion, action, and intention. Tech-
nologies to process video of human faces and bodies have many applica-
tions, ranging from biometrics to medical diagnosis and from surveillance
to cognitive human-robot interaction. This talk will give highlights of the
recent work at the CMU Vision Group, in particular, to robust face (and
object) alignment, real-time face tracking, facial Action Unit (AU) recog-
nition for emotion analysis, 2D and 3D body tracking, and facial video
cloning for understanding human dyadic communication.



Active Pedestrian Safety:

From Research to Reality

Dariu M. Gavrila

Dept. of Environment Perception, Daimler R&D, Ulm, Germany

dariu.gavrila@daimler.com

Abstract. One of the most significant large-scale deployments of intel-
ligent systems in our daily life nowadays involves driver assistance in
smart cars. The past decade has witnessed a steady increase of interest
in the plight of the vulnerable road users, i.e. pedestrians and bicyclists.
Accident statistics show that roughly one quarter of all traffic fatali-
ties world-wide involve vulnerable road users; most accidents occur in
an urban setting. Devising an effective driver assistance system for vul-
nerable road users has long been impeded, however, by the ”perception
bottleneck”, i.e. not being able to detect and localize vulnerable road
users sufficiently accurate. The problem is challenging due to the large
variation in object appearance, the dynamic and cluttered urban back-
grounds, and the potentially irregular object motion. Topping these off
are stringent performance criteria and real-time constraints. I give an
overview of the remarkable research progress that has been achieved in
this area and discuss its main enablers: the algorithms, the data, the
hardware and the tests. Our long-standing research on vulnerable road
users has recently paid off. Our company, Daimler, deploys an advanced
set of driver assistance functions for its Mercedes-Benz 2013 E- and S-
Class models, termed “Intelligent Drive”, using stereo vision sensing. It
includes a pedestrian safety component which facilitates fully automatic
emergency braking - the system works day and night. I conclude by
discussing future research directions, on the road towards accident-free
driving.



Addressing Some of the Challenges

in Building Vision Systems

Martial Hebert

Robotics Institute
Carnegie Mellon University
Pittsburgh, PA 15213, USA

hebert@ri.cmu.edu

Abstract. Despite considerable progress in the past two decades in all
aspects of computer vision, building vision systems for practical applica-
tions remains a considerable challenge. This is especially true in appli-
cations such as robotics and autonomous systems, in which even a small
error rate in the perception system can have catastrophic effects on the
overall system. This talk will review a few ideas that can be used to start
formalizing the issues revolving around the integration of vision systems.
They include a systematic approach to the problem of self-assessment of
vision algorithm performance and of predictive quality metrics on the
inputs to vision algorithms, ideas on how to manage multiple hypotheses
generated from a vision algorithm rather than relying on a single ”hard”
decision, and methods for using external (non-visual) domain- and task-
dependent information and constraints to boost the performance of the
vision system. These ideas will be illustrated with examples of recent
vision systems for scene understanding, depth cueing, and object recog-
nition for robotics and HRI applications.



Deep Hierarchies in Human and Computer

Vision

Norbert Krüger

University of Southern Denmark

norbert@mmmi.sdu.dk

Abstract. In the last decade, computer vision - although being still a
rather young scientific discipline - was able to provide some impressive
examples of artificial vision systems that outperform humans (for exam-
ple in terms of speed in well defined industrial inspection tasks or in terms
of precision as for example in the latest vision based technology for goal
decisions in football). However, the human visual system is still superior
to any artificial vision system in visual tasks requiring generalization and
reasoning (often also called ’cognitive vision’) such as extraction of visual
based affordances or visual tasks in the context of tool use and dexter-
ous manipulation. Two decades ago, there has been a strong connection
between the two communities dealing with human vision research and
computer vision. This link however has been somehow lost recently and
computer vision has been more and more developed into a sub-field of
machine learning. In this talk, I argue that the reason for the superiority
of human vision for ’cognitive vision tasks’ is connected to the deep hi-
erarchical architecture of the primate’s visual system which contradicts
the ’flat design’ of many of the most successful artificial vision systems
available today. I will ponder on this somehow disturbing fact and will
give arguments in favor of establishing deep structures as the only way
to be able to solve cognitive vision tasks. The talk is divided into three
parts: First, I will give an overview about today’s knowledge about the
primate’s (and by that the human’s) visual system primarily based on
neurophysiological research. In the second part of the talk, an ’Early
cognitive Vision’ (ECV) system is described. The ECV system is a deep
hierarchical visual representation designed as a visual front-end facilitat-
ing the realization of higher level processes, in particular on intelligent
robot systems. Basic design choices of the system have been motivated
by analogies to the human visual system. The current status of the ECV
system is presented as well as a number of applications, in particular in
the context of certain learning tasks connected to robotics. In the last
part, I will summarize current research attempts on deep hierarchies in
computer vision made by other groups and will formulate a number of
open research questions related to the design of artificial cognitive vision
systems. By that I also hope to help to facilitate a renewal of a fruitful
interaction between biological and computer vision.
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A Hierarchical Scheme of Multiple Feature Fusion for High-Resolution
Satellite Scene Categorization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 324

Wen Shao, Wen Yang, Gui-Song Xia, and Gang Liu

A Validation Benchmark for Assessment of Medial Surface Quality
for Medical Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 334
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