
ar
X

iv
:1

40
1.

27
14

v1
  [

cs
.F

L]
  1

3 
Ja

n 
20

14

Deterministic Logics for UL

Paritosh K. Pandya and Simoni S. Shah

Tata Institute of Fundamental Research, Colaba, Mumbai400005, India

Abstract. The class of Unambiguous Star-Free Regular Languages (UL) was
defined by Schutzenberger as the class of languages defined byUnambiguous
Polynomials.UL has been variously characterized (over finite words) by logics
such asTL[Xa,Ya], UITL, TL[F,P], FO2[<], the varietyDA of monoids, as well
as partially-ordered two-way DFA (po2dfa). We revisit this language class with
emphasis on notion of unambiguity and develop on the conceptof Deterministic
Logics for UL. The formulas of deterministic logics uniquely parse a word in
order to evaluate satisfaction. We show that several deterministic logics robustly
characterizeUL. Moreover, we derive constructive reductions from these logics
to the po2dfaautomata. These reductions also allow us to show NP-complete
satisfaction complexity for the deterministic logics considered.
Logics such asTL[F,P], FO2[<] are not deterministic and have been shown to
characterizeUL using algebraic methods. However there has been no known con-
structive reduction from these logics topo2dfa. We use deterministic logics to
bridge this gap. The language-equivalentpo2dfafor a givenTL[F,P] formula is
constructed and we analyze its size relative to the size of the TL[F,P] formula.
This is an efficient reduction which gives an alternate proofto NP-complete sat-
isfiability complexity ofTL[F,P] formulas.

1 Introduction

Unambiguous star-free regular languages (UL) was a language class first studied by
Schützenberger [Sch76]. He gave an algebraic characterization forUL using the monoid
varietyDA. Since then, several diverse and unexpected characterizations have emerged
for this language class:∆2[<] in the quantifier-alternation hierarchy of first-order de-
finable languages [PW97], the two variable fragmentFO2[<] [TW98] (without any
restriction on quantifier alternation), and Unary TemporalLogic TL[F,P] [EVW02] are
some of the logical characterizations that are well known. Investigating the automata for
UL, Schwentik, Therien and Volmer [STV01] defined Partially Ordered 2-Way Deter-
ministic Automata (po2dfa) and showed that these exactly recognize the language class
UL. Recently, there have been additional characterizations of UL using deterministic
logicsUITL [LPS08] as well asTL[Xa,Ya] [DK07]. A survey paper [DGK08] describes
this language class and its characterizations.

A monomial over an alphabetΣ is a regular expression of the formA∗0a1 · · ·an−1A∗n,
whereAi ⊆ Σ and ai ∈ Σ. By definition,UL is the subclass of star-free regular lan-
guages which may be expressed as a finite disjoint union of unambiguous monomials:
every word that belongs to the language, may beunambiguouslyparsed so as to match
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a monomial. The uniqueness with which these monomials parseany word is the char-
acteristic property of this language class. We explore a similar phenomenon in logics
by introducing the notion ofDeterministic Temporal Logics for UL.

Given a modalityM of a temporal logic that is interpreted over a word model, the
accessibility relationof M is a relation which maps every position in the word with the
set of positions that are accessible byM . In case of interval temporal logics, the relation
is over intervals instead of positions in the word model. Themodality isdeterministicif
its accessibility relation is a (partial) function. A logicis said to be deterministic if all its
modalities are deterministic. Hence, deterministic logics over words have the property
of Unique Parsability.

Definition 1 (Unique Parsability). In the evaluation of a temporal logic formula over
a given word, every subformula has a unique position (or interval) in the word at which
it must be evaluated. This position is determined by the context of the subformula.

In this paper we relate various deterministic temporal logics with diverse determin-
istic temporal modalities and investigate their properties. We give constructive reduc-
tions between them (as depicted in Figure 1) and also to thepo2dfaautomata. Hence,
we are able to infer their expressive equivalence with the language classUL. Moreover,
the automaton connection allows us to establish their NP-complete satisfiability forall
the deterministic logics that are considered.

(i) Deterministic Until-Since Logic-TL[Ũ, S̃]:
Let A be any subset of the alphabet andb be any letter from the alphabet. The
”deterministic half until” modalityAŨbφ holds if at the first occurrence ofb in
(strict) futureφ holds and all intermediate letters are inA. The past operatorAS̃bφ is
symmetric. Since the modalities are deterministic, the formulas posses the property
of unique parsability. This logic admits a straightforwardencoding ofpo2dfa.

(ii) Unambiguous Interval Temporal Logic with Expanding Modalities -UITL±:
This is an interval temporal logic with deterministic chop modalitiesFa and La

which chop an interval into two at the first or last occurrenceof letter a. These
modalities were introduced in [LPS08] as logicUITL. Here, we enrichUITL with
the expandingF+

a andL−a chop modalities that extend an interval beyond the in-
terval boundaries in the forward and the backward directions to the next or the
previous occurrence ofa. We call this logicUITL±.

(iii) Deterministic Temporal Logic of Rankers -TL[Xa,Ya]:
Modality Xaφ (or Yaφ) accesses the position of the next (or the last) occurrence
of letter a whereφ must hold. The temporal logic with these modalities was in-
vestigated in [DK07]. The authors showed that the deterministic temporal logic
TL[Xa,Ya] which closes the rankers of [WI07, STV01] under boolean operations,
characterizesUL (their work was in the setting of infinite words). We identify
TL[Xa,Ya] as a deterministic logic and use its property of unique parsability to give
an efficient reduction from formulas topo2dfa.

(iv) Recursive Deterministic Temporal Logic -TL+[Xφ,Yφ]:
This logic has the recursive modalitiesXφ andYφ. These modalities determinis-
tically access (respectively) the next and previous positions where the formulaφ
holds.φ in turn, is aTL+[Xφ,Yφ] formula. An attempt to “flatten” theTL+[Xφ,Yφ]



formulas by a reduction toTL[Xa,Ya] formulas seems non-trivial. However we ob-
serve another important property of rankers namelyconvexity. This property holds
true even in the case of recursive rankers. Using this property, we give a polynomial
time reduction fromTL+[Xφ,Yφ] to the non-deterministicTL[F,P].

The above logics share some common properties: all their modalities aredeter-
ministic and they possess the property of unique parsability. This isthe key property
which brings out the “unambiguity” of the language class. The above logics are also
symmetric- in the sense that they possess bothfutureandpasttype of modalities. This
property corresponds to the two-way nature of thepo2dfaautomata and we are able to
show constructive equivalences between the logics andpo2dfa.

[DKL10] showed an important property of the logicTL[Xa,Ya] namelyranker di-
rectionality: Given a rankerr there existTL[Xa,Ya] formulas which determine the rel-
ative positioning of any position in the word with respect tothe position at whichr
accepts. This property has proved to be crucial in the translation from various logics of
UL to TL[Xa,Ya].

The prominent logical characterizations ofUL have primarily been non-deterministic,
such as the fragments∆2[<] andFO2[<] of first-order definable languages and as Unary
Temporal LogicTL[F,P]. While these logics are expressively equivalent to Partially or-
dered 2-Way DFAs (po2dfa), no explicit reductions from these logics topo2dfawere
known. Neither the complexities of the formula automaton construction nor the bounds
on the size of equivalent automata were worked out. We give aneffective language pre-
serving translation from the non-deterministic logicTL[F,P] to the deterministic logic
TL[Xa,Ya]. This completes the missing link in effective reduction from logicsTL[F,P]
andFO2[<] for UL to their language equivalentpo2dfaautomata. (See figure 1) The
translation is complex and its formulation involves rankerdirectionality along with fol-
lowing key observation which relates unaryfutureandpastmodalities to the determin-
istic first andlast modalities:

In order to evaluate the truth of aTL[F,P] formulaF(φ) or P(φ) at any position
i in a wordw, it is sufficient to determine the ordering ofi relative to the first
and last positions inw at which its immediate modal subformulaφ holds.

The logicTL[F,P] was shown to have NP-complete satisfiability, originally byEtes-
sami, Vardi and Wilke [EVW02], by exploiting its small-model property. Our trans-
lation from TL[F,P] to TL[Xa,Ya] and hencepo2dfa, gives an alternative “automata-
theoretic” proof for the same and allows us to analyze the structure and size of the
resulting language-equivalent automaton.

This paper is organized as follows.

2 po2dfa: An Automaton characterization for UL

Partially ordered two-way DFA were introduced by Schwentick, Thérien and Vollmer
[STV01] where they showed that it is characterized byDA. As the name suggests,
po2dfaare two-way automata, so that the head of the automaton may move in ei-
ther direction (one step to the left or right) in every transition. Also, the only loops
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Fig. 1: Unambiguous Languages and its equivalent characterizations: Arrows indicate
the size blow-up in the effective reduction in the corresponding direction



in the transition graph of the automaton are self-loops on states. This naturally defines
a partial-order on the set of states. Lastly, the automaton is deterministic- so that there
is exactly one possible transition from any configuration ofthe automaton.

Consider a finite alphabetΣ. Givenw∈ Σ∗, the two way automaton actually scans the
stringw′ = ⊲w⊳ with end-markers⊲ and⊳ placed at positions 0 and #w+1 respectively.
Let Σ′ = Σ∪{⊲,⊳} include the two endmarkers.

Definition 2 (po2dfa). A po2dfa overΣ is a tuple M= (Q,≤,δ,s, t, r) where(Q,≤) is
a poset of states such that r, t are the only minimal elements. s is the initial state, t is
the accept state and r is the rejecting state. The set Q\{t, r} is partitioned into QL and
QR (the states reached from the left and the right respectively). δ : ((QL ∪QR)×Σ)→
Q)∪ ((QL×{⊳})→Q\QR)∪ ((QR×{⊲})→Q\QL) is a progress-transition function
satisfyingδ(q,a) < q. Hence it defines the progress transitions of the automaton. In
order to make the automaton “complete”, every state q in Q\ {t, r} has a default else
(self-loop) transition which is taken on all letters b for which no progress transition
δ(q,b) is defined. Hence, the transition functionδ specifies all theprogresstransitions
of the automaton, and a default self-loop (else) transition is takes place otherwise. Note
that there are no progress orelsetransitions for the terminal states (r and t).

Direction of head movement on a transition
The direction in which the head moves at the end of a transition, depends on whether

the target state of the transition is aQL state, or aQR state.QL is the set of states that
are“entered from the left”andQR are the states that are“entered from the right”; i.e.
if the automaton is in a stateq, reading a symbola, it enters a stateq′ = δ(q,a), then it
moves its head to the right ifq′ ∈ QL, left if q′ ∈ QR, and stays in the same position if
q′ ∈ {t, r}. The same rule applies to the self loopelsetransitions also: onelsetransitions
of QL states, the head moves to the right, and onelsetransitions ofQR states, the head
moves to the left.

Transitions on end-markers
The transition function is designed to ensure that the automaton does not ”fall off”

either end of the input. Hence, for allq∈Q\ {t, r}, there are transitionsδ(q,⊲) ∈QL∪
{t, r} andδ(q,⊳) ∈QR∪{t, r}.

Run of a po2dfa
A po2dfaM running over wordw is said to be in a configuration(q, p) if it is in a state

q and head reading the positionp in word. LetDe f(q) ⊆ Σ be the subset of letters on
which no progress transition fromq is defined. Hence, the automaton takes the default
elsetransition on exactly the letters fromDe f(q). The run of a po2dfaM on an input
word w starting with input head positionp0 is a sequence(q0, p0),(q1, p1), ...(qf , pf )
of configurations such that:

– q0 = sandqf ∈ {t, r},
– For all i(1≤ i < f ), if w(pi) ∈De f(qi) then
• qi+1 = qi and
• pi+1 = pi +1 if qi ∈QL andpi+1 = pi−1 if qi ∈QR.



Otherwise, ifδ(qi ,w(pi)) = (q′) then
• qi+1 = q′ and
• pi+1 = pi +1 if qi+1 ∈QL,

pi+1 = pi−1 if qi+1 ∈QR and
pi+1 = pi if qi+1 ∈ {t, r}.

In general, we abbreviate the run of an automatonM starting from a positionp0 in
a wordw by writing M(w, p0) = (qf , pf ). The run isacceptingif qf = t; rejecting if
qf = r. The automatonM is said to bestart-freeif for any w, and∀p1, p2 ∈ dom(w),
M(w, p1) = (qf , pf ) if and only if M(w, p2) = (qf , pf ).

The languageL(M) of apo2dfa Mis the set of all wordsw such thatM(w,1) = (t, i)
(for somei ∈ dom(w′)).

Remark 1.We shall representpo2dfausing their transition graphs such that allq∈QL

are marked with a “→” and allq∈QR are marked with a “←”.

Example 1.Thepo2dfaA is given in figure 2.A accepts all such words over{a,b,c,d}∗,
which has its lasta at some position (sayi), and some position (sayj > i) has the firstd
after i and all intermediate positions betweeni and j do not have ab. Observe that the
automaton rejects iff:

– There is noa in the word
– There is nod after the lasta in the word
– There is ab between the lasta and the subsequentd after it.

The language accepted byA , may be given by the regular expressionΣ∗ac∗d{b,c,d}∗.

−→s ← → t

r

⊳ a

⊲ b,⊳

d

Fig. 2: Examplepo2dfaA

2.1 Constructions onpo2dfa

For the description ofpo2dfawe shall useExtended Turtle Expressions ( [LPS08]),
which are extensions of the turtle programs introduced by Schwentick, Thérien and
Vollmer [STV01]. The syntax ofETE follows and we explain its semantics below. Let
A,B range over subsets ofΣ′.

E ::= Acc | Re j | 1
A
→ | 1

A
← | A

B
→ | A

B
← | E1?E2,E3



AutomatonAcc accepts immediately without moving the head. Similarly,Re j re-

jects immediately.A
B
→ accepts at the next occurrence of a letter fromB strictly to the

right, maintaining the constraint that the intervening letters are fromA\B. If no such
occurrence exists the automaton rejects at the right end-marker or if a letter outsideA

intervenes, the automaton rejects at its position. Automaton 1
A
→ accepts one position

to the right if the current letter is fromA, else rejects at the current position.A
B
← and

1
A
← are symmetric in the leftward direction. The conditional constructE1?E2,E3 first

executesE1 on w. On its acceptingw at position j it continues with execution ofE2

from j. OnE1 rejectingw at positionj it continues withE3 from position j.
Here are some abbreviations which illustrate the power of the notation:E1;E2 =

E1?E2,Re j, ¬E1 =E1?Re j,Acc. Moreover, ifE2 is start-free thenE1∨E2=E1?Acc,E2

andE1∧E2 = E1?E2,Re j. Notice that automata for these expressions are start-freeif

E1 is start-free. We will useA
a
→ for A

{a}
→,

a
→ for (Σ′ a

→) and
1
→ for (1

Σ′
→). Similarly

define
a
← and

1
←.

Proposition 1. – Given an ETE E we can construct a po2dfa accepting the same
language with number of states linear in|E|.

– Given a po2dfaA we may construct a language-equivalentETE whose size is linear
in the size ofA .

2.2 Properties ofpo2dfa

The following properties ofpo2dfaare useful. See [LPS08] for details.

– Boolean Closure: Boolean operations onpo2dfamay be achieved with linear blow-
up in the size of the automata.

– Small Model: Given apo2dfa Mwith n number of states, ifL(M) 6= /0, then there
exists a wordw∈ L(M) such that length ofw is linear inn.

– Membership Checking: Given apo2dfa Mwith n number of states and a wordw of
lengthl , the membership ofw in L(M) may be checked in timeO(nl).

– Language Non-Emptiness: The non-emptiness of the language of apo2dfamay be
decided with NP-complete complexity.

– Language Inclusion: The language inclusion problem ofpo2dfais CONP-complete.

3 TL[Xa,Ya]

In [DK07] the authors showed that the deterministic temporal logic TL[Xa,Ya] which
closes the rankers of [WI07] under boolean operations, alsocharacterizesUL. In a sub-
sequent paper [DKL10], they gave an important property of rankers calledranker direc-
tionality. We revisit this logic of rankers, giving a mild generalization of the same and
study some key properties of rankers such asconvexity. We shall give direct reductions
betweenTL[Xa,Ya] formulas andpo2dfain both directions and analyse the complexity
of translations. This also gives us an NP-complete satisfiability algorithm for TL[Xa,Ya]
formulas.



3.1 TL[Xa,Ya]: Syntax and Semantics

TL[Xa,Ya] is a unary deterministic temporal logic with the deterministic modalitiesXa

(next-a) andYa (previous-a) which uniquely mark the first and last occurrences (respec-
tively) of a lettera from the given position. We also include their corresponding weak
modalities (̃Xa andỸa), andunit modalities (X1,Y1) which access the next and previous
positions respectively.SP(Starting Position) andEP (Ending Position) are additional
modalities which uniquely determine the first and last positions of the word respectively.

Let φ,φ1 andφ2 range overTL[Xa,Ya] formulas anda range over letters from a finite
alphabetΣ. The syntax ofTL[Xa,Ya] is given by:

φ := a | ⊤ | SPφ1 | EPφ1 | Xaφ1 | Yaφ1 | X̃aφ1 | Ỹaφ1 | X1φ1 | Y1φ1 | φ1∨φ2 | ¬φ1

Ga = ¬Xa⊤ andHa = ¬Ya⊤ are derived atomic formulas.

Remark 2.The weak modalities and unit modalities do not add expressive power to the
logic. They may be derived using theXa andYa modalities alone. However, we include
them in the syntax of the logic. As we shall see later in the paper, properties of these
generalized rankers play a crucial role in our formulationsof reductions between logics
for UL.

A TL[Xa,Ya] formulaφ may be represented by its parse treeTφ with each node rep-
resenting a modal or boolean operator such that the subformulas ofφ form the subtrees
of Tφ. Let Subf(n) denote the subformula corresponding to the subtree rooted at node
n, andn be labelled byOpr(n) which is the outermost operator (such asXa or ∨) if
n is an interior node, and by a letter or⊤, if it is a leaf node. We will use the notion
of subformulas and nodes interchangeably. Theancestryof a subformulan is the set
of nodes in the path from the root up to (and including)n. The depth of a node is its
distance from the root.

Semantics ofTL[Xa,Ya] formulas is as given below. Letw ∈ Σ+ be a non-empty
finite word and leti ∈ dom(w) be a position within the word.

w, i |= a iff w(i) = a
w, i |= SPφ iff w,1 |= φ
w, i |= EPφ iff w,#w |= φ
w, i |= Xaφ iff ∃ j > i . w( j) = a and∀i < k< j.w(k) 6= a andw, j |= φ.
w, i |=Yaφ iff ∃ j < i . w( j) = a and∀ j < k< i.w(k) 6= a andw, j |= φ.
w, i |= X̃aφ iff ∃ j ≥ i . w( j) = a and∀i ≤ k< j.w(k) 6= a andw, j |= φ.
w, i |= Ỹaφ iff ∃ j ≤ i . w( j) = a and∀ j < k≤ i.w(k) 6= a andw, j |= φ.

w, i |= X1φ1 iff ∃ j = i +1 . w, j |= φ1

w, i |=Y1φ1 iff ∃ j = i−1 . w, j |= φ1

w, i |= φ1∨φ2 iff w, i |= φ1 or w, i |= φ2

w, i |= ¬φ1 iff w, i 6|= φ1

The language accepted by aTL[Xa,Ya] formulaφ is given byL(φ) = {w | w,1 |= φ}.



3.2 TL[Xa,Ya]: Unique Parsing

TL[Xa,Ya] is a Deterministic Logic: Given any wordw ∈ Σ+ andTL[Xa,Ya] formula
φ, for any subformulaη of φ, there exists a unique position indom(w) whereη must
be evaluated in order to find the truth ofφ. This position is denoted byPosw(η) and is
uniquely determined by the ancestry ofη. This property of the logic is referred to as the
unique parsingproperty [LPS08]. If such a position does not exist, thenPosw(η) = ⊥.
It can be defined by induction on the depth ofη as follows. If ηroot is the topmost
node denoting the full formula, thenPosw(ηroot) = 1. Inductively, if η = op(η1) or
η = op(η1,η2) andPosw(η) = ⊥ thenPosw(η1) = Posw(η2) = ⊥. For the remaining
cases, letPosw(η) = i (which is not⊥). Then,

– If η = SPη1, thenPosw(η1) = 1.
– If η = EPη1 thenPosw(η1) = #w.
– If η = Xaη1. Then,Posw(η1) =⊥ if ∀k> i, w(k) 6= a.

Otherwise,Posw(η1) = j s.t. j > i andw( j) = a and∀i < k< j, w(k) 6= a.
– If η =Yaη1. Then,Posw(η1) =⊥ if ∀k< i, w(k) 6= a.

Otherwise,Posw(η1) = j s.t. j < i andw( j) = a and∀ j < k< i, w(k) 6= a.
– If η = X̃aη1. Then,Posw(η1) =⊥ if ∀k≥ i, w(k) 6= a.

Otherwise,Posw(η1) = j s.t. j ≥ i andw( j) = a and∀i ≤ k< j, w(k) 6= a.
– If η = Ỹaη1. Then,Posw(η1) =⊥ if ∀k≤ i, w(k) 6= a.

Otherwise,Posw(η1) = j s.t. j ≤ i andw( j) = a and∀ j < k≤ i, w(k) 6= a.
– If η = X1η1. ThenPosw(η1) =⊥ if i = #w

Otherwise,Posw(η1) = i +1
– If η =Y1η1. ThenPosw(η1) =⊥ if i = 1

Otherwise,Posw(η1) = i−1
– If η = η1∨η2 or η = η1∧η2 thenPosw(η1) = Posw(η2) = Posw(η). Similarly, if

η = ¬η1 thenPosw(η1) = Posw(η).

Example 2.Consider the language given byR= Σ∗ac∗d{b,c,d}∗ as in Example 1 of
Chapter??. The language defines the set of all words such that the lasta in the word has
a successived such that there is nob between them. This may equivalently be expressed
using theTL[Xa,Ya] formula

φ := EPỸaXd(¬Yb⊤ ∨ YbXa⊤)

For any wordwwhich belongs to the language of the above formula,Posw(Xd¬(YbXa⊤))
matches with the lasta in the word. Let this position bei. Further,Posw(YbXa⊤) is a
position j such thatj is the firstd after i. Now at j, the formula(¬Yb⊤ ∨ YbXa⊤)
holds if and only if either there is nob before j or theb before j (which is at somek),
is such that there is ana after it. Hencek< i, and there is nob betweeni and j. Hence
we can see that the above formulaφ expresses the language given byR.

3.3 Ranker Formulas

The notion ofrankers[WI07] has played an important role in characterizing unambigu-
ous languagesUL. They were originally introduced as turtle programs by Schwentick



et al [STV01]. Basically a rankerr is a finite sequence of instructions of the formXa

(denoting “go to the nexta in the word”) orYa (denoting “go to the previousa in the
word”). Given a wordw and a starting positioni, the execution of a rankerr succeeds
and ends at a final positionj if all the instructions find their required letter. This is
denoted byw, i |= r.

Here, we generalize rankers and call themRanker Formulas. These are essentially
TL[Xa,Ya] formulas without any boolean operators, but including boththe strict and the
non-strict deterministic modalities (Xa,Ya, X̃a,Ỹa), the unit-step modalities (X1,yunit),
as well as the end postion modalities (SP,EP). This generalization maintains the key
deterministic nature of rankers.

The syntax ofRanker Formulasis as follows:
φ :=⊤ | SPφ | EPφ | Xaφ | Yaφ | X̃aφ | Ỹaφ | X1φ | Y1φ 1

Given aRanker Formulaψ, let Leaf(ψ) denote the unique leaf node inTψ. Note that
the parse tree ofRanker Formulascomprise of a single path, giving uniqueLeaf(ψ)
andOpr(Leaf(ψ)) = ⊤. For a given wordw, the position of leaf node is denoted as
ℓPosw(ψ) = Posw(Leaf(ψ)).

Ranker Directionality
Consider aRanker Formulaψ. We can constructTL[Xa,Ya] formulasP

<(ψ), P
≤(ψ),

P
>(ψ), P

≥(ψ) such that they satisfy the following Lemma 1. These formulasare called
ranker directionality formulasand they allow us to analyse the relative positioning of
the current position, with respect to thel posof the ranker. These formulas were given
by [DKL10] for rankers. We generalize them forRanker Formulas.

Let φ⊤ be a Ranker Formulawhereφ is the ancestor of the leaf node⊤. The
ranker directionality formulas are given by Table 1, by induction on the length of the

ranker. In this table, letAtfirst
def
= ¬(∨a∈Σ(Ya⊤)) andAtlast

def
= ¬(∨a∈Σ(Xa⊤)) be

formulas which hold exactly at the first and last positions inany word. Since every
Ranker Formulaformula is evaluated starting from the beginning of the word, we shall
assume that at the top level the ranker begins with theSPmodality.

ψ P
<(ψ) P

≤(ψ) P
>(ψ) P

≥(ψ)
φSP⊤ ⊥ Atfirst ¬Atfirst ⊤

φEP⊤ ¬Atlast ⊤ ⊥ Atlast
φX̃a⊤ Xa(P

≤(ψ)) Ha∨ (YaP
<(φ⊤)) YaP

≥(φ⊤) Ga∨XaP
>(ψ)

φXa⊤ Xa(P
≤(ψ)) Ha∨ (YaP

≤(φ⊤)) YaP
>(φ⊤) Ga∨XaP

>(ψ)
φỸa⊤ XaP

≤(φ⊤) Ha∨ (YaP
<(ψ)) YaP

≥(ψ) Ga∨XaP
>(φ⊤)

φYa⊤ XaP
<(φ⊤) Ha∨ (YaP

<(ψ)) YaP
≥(ψ) Ga∨XaP

≥(φ⊤)
φX1⊤ P

≤(φ⊤) Atfirst ∨ Y1P
≤(φ⊤) Y1P

>(φ⊤) P
>(φ⊤)

φY1⊤ X1P
<(φ⊤) P

<(φ⊤) P
≥(φ⊤) Atlast ∨ X1P

≥(φ⊤)
Table 1: Ranker Directionality Formulas

1 While a (for every a ∈ Σ) is an atomic formula in the case ofTL[Xa,Ya] formulas,
Ranker Formulasdo not havea as an atomic formula.



Observe that the size of the ranker directionality formula is linear in the size of the
Ranker Formula.

Lemma 1 (Ranker Directionality [DKL10]). Letψ be a Ranker Formula. Then∀w∈
Σ+ and∀i ∈ dom(w), if ℓPosw(ψ) 6=⊥, then

– w, i |= P
<(ψ) iff i < ℓPosw(ψ)

– w, i |= P
≤(ψ) iff i ≤ ℓPosw(ψ)

– w, i |= P
>(ψ) iff i > ℓPosw(ψ)

– w, i |= P
≥(ψ) iff i ≥ ℓPosw(ψ)

Proof. The correctness of the construction of the ranker directionality formulas is a
direct consequence of the semantics ofTL[Xa,Ya]. We shall prove some key cases from
Table 1. Consider anyw∈ Σ+ and for all the cases below, assumeℓPosw(ψ) 6=⊥.

– Considerψ = φX̃a⊤. This is depicted in Figure 3. Note that there are two mutu-
ally exclusive cases: (i) Ifw(ℓPosw(φ⊤) = a thenℓPosw(φ⊤) = ℓPosw(ψ). (ii) If
w(ℓPosw(φ⊤) 6= a thenℓPosw(ψ) > ℓPosw(φ⊤).

Case(i) : w(ℓPosw(φ⊤)) = a

w I I I

ℓPosw(φ⊤) = ℓPosw(ψ)

a

Case(ii) : w(ℓPosw(φ⊤)) 6= a

w I I I I

ℓPosw(φ⊤) ℓPosw(ψ)

¬a
a

Fig. 3:ψ = φX̃a⊤

∀i . i ≤ ℓPosw(ψ) iff either there exists noa to the left ofi
otherwise, the lasta strictly to the left ofi, is strictly
to the left ofℓPosw(φ⊤)

iff Ha∨ (YaP
<(φ⊤))

– Considerψ= φXa⊤. This is depicted in Figure 4. Note thatℓPosw(φ⊤) < ℓPosw(ψ).
∀i . i ≤ ℓPosw(ψ) iff either there exists noa to the left ofi

otherwise, the lasta strictly to the left ofi is≤ ℓPosw(φ⊤)
iff Ha∨ (YaP

≤(φ⊤))
– Considerψ= φX1⊤. This is depicted in Figure 5. Note thatℓPosw(ψ)= ℓPosw(φ⊤)+

1.
∀i . i ≤ ℓPosw(ψ) iff (i−1)≤ ℓPosw(φ⊤)

iff either i = 1(sinceℓPosw(ψ)> 1) or (i−1)≤ ℓPosw(φ)
iff w, i |= Atfirst ∨ Y1P

≤(φ)



w I I I I

ℓPosw(φ⊤) ℓPosw(ψ)

¬a
a

Fig. 4:ψ = φXa⊤

w I I I I

ℓPosw(φ⊤) ℓPosw(ψ)

x (x+1)

Fig. 5:ψ = φX1⊤

From TL[Xa,Ya] to Ranker Formulas
We shall show that everyTL[Xa,Ya] formula may be written as a boolean combination

of Ranker Formulasand atomic formulas. This is done by first eliminating atomicfor-
mulas of the forma for anya∈ Σ and then “pulling out” booleans. This is given in the
proposition below.

Proposition 2. For any TL[Xa,Ya] formula φ, there is a boolean combinationB(ψi)
of formulasψi , such thatL(φ) = L(B(ψi)). Eachψi is either an atomic formula or
Ranker Formula. Moreover eachψi is linear in the size ofφ.

Proof. Every boolean may be “pulled out” ofTL[Xa,Ya] formulas using the equiva-
lences below.

– φXa(φ1∨φ2)≡ (φXaφ1)∨ (φXaφ2)
– φXa(φ1∧φ2)≡ (φXaφ1)∧ (φXaφ2)
– φXa(¬φ1)≡ ¬(φXaφ1)∧φXa⊤
– φYa(φ1∨φ2)≡ (φYaφ1)∨ (φYaφ2)
– φYa(φ1∧φ2)≡ (φYaφ1)∧ (φYaφ2)
– φYa(¬φ1)≡ ¬(φYaφ1)∧φYa⊤

Now, if ψ is aRanker Formula, define formulas
next(ψ) = ¬

∨

b∈Σ
(Yb∧P

>(ψ))

prev(ψ) = ¬
∨

b∈Σ
(Xb∧P

<(ψ))

Observe that∀w∈ Σ∗ such thatℓPosw(ψ) 6=⊥,

– If i > ℓPosw(ψ), thenw, i |= next(ψ) if and only if i = ℓPosw(ψ)+1
– If i < ℓPosw(ψ), thenw, i |= prev(ψ) if and only if i = ℓPosw(ψ)−1

In other words, given aRanker Formulaψ, the formulasnext(ψ) andprev(ψ) respec-
tively hold exactly at the position next to and previous toℓPosw(ψ).

The atomic formulaamay be eliminated from theRanker Formulasusing the equiv-
alences:



– φXba ≡ φXb⊤ andφYba ≡ φYb⊤ if a= b
– φXba ≡ ⊥ andφYba≡⊥ if a 6= b
– φX̃ba ≡ φX̃b⊤ andφỸba ≡ φỸb⊤ if a= b
– φX̃ba ≡ ⊥ andφỸba ≡ ⊥ if a 6= b
– φSPa≡ φSPX̃a(At f irst)
– φEPa ≡ φEPỸa(Atlast)
– φX1a ≡ φXanext(φ)
– φY1a ≡ φYaprev(φ)

After elimination of atomic formulas, we obtainTL[Xa,Ya] formulas with booleans.
We may again eliminate booleans using the equivalencies given above. The resulting
formula is a boolean functionB(ψ) where eachψ is either an atomic formula or a
Ranker Formulaof size linear inφ.

Example 3.We may eliminate the negation and conjunctions from the formula as given
below:
φ := EPỸaXd[¬(YbXa⊤) ∧ Yc⊤] ≡ EPỸaXd[¬(YbXa⊤)] ∧ EPỸaXdYc⊤

≡ [¬(EPỸaXdYbXa⊤) ∧EPỸaXd⊤] ∧ EPỸaXdYc⊤

Eliminating additional modalities

Proposition 3. Every TL[Xa,Ya] formula may be expressed as language-equivalentTL[Xa,Ya]
formula without weak modalities and unit-step modalities.

Proof. Consider anyTL[Xa,Ya] formulaΦ. We shall reduce it to a formula without weak
modalities and unit-step modalities. Firstly, we may pull out the booleans to reduce the
formula to a boolean combination ofRanker Formulas(using Proposition 2). We may
then eliminate the unit-step modalities from theRanker Formulasusing the following
rules:

φ1X1φ2 ≡ φ1
∨

a∈Σ
[Xa(next(φ1)∧φ2)]

φ1Y1φ2 ≡ φ1
∨

a∈Σ
[Ya(prev(φ1)∧φ2)]

Note that eliminating each unit step modality in aTL[Xa,Ya] formula involves first
pulling out booleans and then applying one of the above rulesto eachRanker Formula.
This is because thenextandprevformulas use ranker directionality formulas which are
applicable toRanker Formulasand notTL[Xa,Ya] formulas in general.

Further, we may eliminate the weak modalities using the following reductions:

X̃aφ ≡ (a∧φ)∨ (¬a∧Xaφ)
Ỹaφ ≡ (a∧φ)∨ (¬a∧Yaφ)

Convexity of Ranker Formulas
We show here another useful property ofRanker Formulas, which will be important

in reductions given later in the paper.



Lemma 2 (Convexity). For any Ranker Formulaψ, and any word w∈ Σ+, if there
exist i, j ∈ dom(w) such that i< j and w, i |= ψ and w, j |= ψ, then∀i < k< j, we have
w,k |= ψ.

Proof. We prove the lemma by induction on the structure ofψ. The lemma trivially
holds for the base case ofψ=⊤. We give the inductive argument for the case ofψ=Xaφ
(other cases are similar/simpler and omitted). Assume thatthe lemma holds true forφ
(Induction Hypothesis). Leti, j ∈ dom(w) such thati < j andw, i |= ψ andw, j |= ψ.
Consider somek such thati < k < j. Let i′ and j ′ respectively be the positions of first
occurrence ofa after i and j. These positions must exist asw, i |= ψ andw, j |= ψ and
we havew, i′ |= φ andw, j ′ |= φ andi < i′ ≤ j ′ with j < j ′. Hence,j ′ > k. Let k′ be the
position of first occurrence ofa afterk. Such a position must exist sincew( j ′) = a and
j ′ > k. Also i′ ≤ k′ ≤ j ′. Then by induction hypothesis,w,k′ |= φ and hencew,k |= ψ.

Sequential composition of Rankers
Through the rest of this chapter, we shall alternatively usethe terms “ranker” and

“Ranker Formula”. We say that a rankerφ acceptsat a positioni in a wordw if ℓPosw(φ)=
i. Given a rankerφ1 and anyTL[Xa,Ya] formulaφ2, denote byφ1;φ2 theTL[Xa,Ya] for-
mula obtained by replacing the leaf node ofφ1 by the parse tree ofφ2. Hence, it is easy
to see that for any wordw, w,1 |= φ1;φ2 iff w, i |= φ2, wherei = ℓPosw(φ1). Note that if
φ1 andφ2 areRanker Formulasthenφ1;φ2 is also aRanker Formula.

3.4 Equivalence ofTL[Xa,Ya] and po2dfa

We give a language-preserving reductions fromTL[Xa,Ya] to po2dfaand analyse its
complexity. This also gives us an NP-complete language non-emptiness checking algo-
rithm for TL[Xa,Ya] formulas.

From TL[Xa,Ya] to po2dfa
First, we shall show a language-preserving conversion fromTL[Xa,Ya] formulas to

po2dfa. One simple approach is to convert each ranker without weak or unit modalities
intopo2dfa. Since everyφ can be written as a boolean combination of suchRanker Formulas
and sincepo2dfaare effectively closed under boolean operations, we obtaina language-
equivalent automaton. However, the resulting automaton isexponential in size ofφ. Be-
low, we obtain a polynomial-sized automaton by utilizing the unique parsability prop-
erty ofTL[Xa,Ya] formulas.

Theorem 1. Given any TL[Xa,Ya] formula φ we may construct an equivalent po2dfa
A(φ) such thatL(φ) =L(A(φ)). The number of states inA(φ) is polynomial in the size
φ.

Construction
The efficient reduction fromTL[Xa,Ya] to po2dfarelies on the property of unique

parsing ofTL[Xa,Ya]formulas. We use theETErepresentation to illustrate the construc-
tion of thepo2dfa. Fix a TL[Xa,Ya] formula Φ. For any subformulaφ of Φ and any
given wordw, Posw(φ) depends on the context ofφ and may be evaluated in a top-down
manner. We construct anETE POS(φ) which is given by the following proposition.



Proposition 4. For any subformulaφ of Φ and any word w∈ Σ∗, we have

– POS(φ)(w,1) = (t, i) iff Posw(φ) = i
– POS(φ)(w,1) = ( f , i) iff Posw(φ) =⊥

Proof. TheETE for POS(φ) may be constructed by structural induction on the formula
as follows.

– POS(Φ) = ⊲
Σ′
←;(1

⊲
→)

– If φ = Xaφ1 thenPOS(φ1) = POS(φ);1 Σ′
→;a

Σ′
→

– If φ =Yaφ1 thenPOS(φ1) = POS(φ);1 Σ′
←;a

Σ′
←

– If φ = X̃aφ1 thenPOS(φ1) = POS(φ);a Σ′
→

– If φ = Ỹaφ1 thenPOS(φ1) = POS(φ);a Σ′
←

– If φ = X1φ1 thenPOS(φ1) = POS(φ) ; [(1
Σ
→;1

⊳
←) ? Re j : 1

Σ
→]

– If φ =Y1φ1 thenPOS(φ1) = POS(φ) ; [(1
Σ
←;1

⊲
→) ? Re j : 1

Σ
←]

– If φ = SPφ1 thenPOS(φ1) = ⊲
Σ′
← ; (1

⊲
→)

– If φ = EPφ1 thenPOS(φ1) = ⊳
Σ′
→ ; (1

⊳
←)

– If φ = φ1∨φ2 thenPOS(φ1) = POS(φ2) = POS(φ)
– If φ = ¬φ1 thenPOS(φ1) = POS(φ)

The correctness of the above construction may be directly deduced from the definition
of Posw(φ) for TL[Xa,Ya] formulas. Note that theETE for POS(φ1) whenφ = X1φ1 is
constructed as follows. It first checks ifPOS(φ) is at the last position in the word (by us-

ing 1
Σ
→;1

⊳
←). If so, it rejects (evaluates tof ), in which casePosw(φ1) =⊥. Otherwise,

it accepts at the next position afterPOS(φ). The case ofφ =Y1φ1 is symmetric to this.
By observing the above construction, the following property may be easily verified.

Now, for every subformulaφ, we constructETE EVAL(φ) which evaluates the for-
mula at is unique position, as follows.

Proposition 5. For any subformulaφ of Φ and any word w∈Σ∗ we have EVAL(w,1)=
(t, i) iff Posw(φ) 6=⊥ and w,Posw(φ) |= φ.

Proof. – If φ =⊤ thenEVAL(φ) = POS(φ);Acc
– If φ = Xaφ1,Yaφ1, X̃aφ1,Ỹaφ1,SPφ1,EPφ1,X1φ1 or Y1φ1 then

EVAL(φ) = POS(φ1);EVAL(φ1)

– If φ = φ1∨φ2 then[POS(φ);EVAL(φ1)] ? [Acc] : [POS(φ);EVAL(φ2)]

– If φ = ¬φ1 thenEVAL(φ1) ? Re j : Acc
Hence, we may verify that for any subformulaφ and any wordw, EVAL(w,1)= (t, i)

iff Posw(φ) 6=⊥ andw,Posw(φ) |= φ.

For the top level formula, we can see thatEVAL(Φ) is the language-equivalentETE
for Φ.



Complexity
Consider aTL[Xa,Ya] formulaΦ of lengthl . For every subformulaφ of Φ, observe that

POS(φ) is linear inl . Further,EVAL(φ) is polynomial inl . Therefore, we can conclude
that the size of theETE(and hence thepo2dfa) which is language-equivalent toΦ is
polynomial in the size ofΦ. Hence the theorem (Theorem 1).

The above translation allows us to give a tight NP-complete satisfiability complexity
for TL[Xa,Ya] formulas. We may convert a givenTL[Xa,Ya] formula to its language-
equivalentpo2dfawhose size is polynomial in the size of its original formula.Since
language emptiness of apo2dfais an NP-complete problem, satisfiability problem of
TL[Xa,Ya] is in NP. The NP-hardness of the satisfiaility problem ofTL[Xa,Ya] can be
inferred from the NP-complete satisfiability of propositional temporal logic. Hence the
following theorem.

Theorem 2 (Satisfiability ofTL[Xa,Ya] formulas). The satisifability of TL[Xa,Ya] for-
mulas is decidable withNP-complete complexity.

4 TL[Ũ, S̃]

The deterministic Until-Since logicTL[Ũ, S̃] in some sense is very close to thepo2dfa
automata: the looping of the automaton in a state until a progress transition is enabled,
corresponds well with the invariance and eventuality conditions of the until and since
modalities.

Let A⊆ Σ, a,b∈ Σ andφ range overTL[Ũ, S̃] formulas. ATL[Ũ, S̃]formula may be
given by the following syntax.

⊤ | a | AŨbφ | AS̃bφ | φ∨φ | ¬φ

Given a wordw∈ Σ∗, andi ∈ dom(w), TL[Ũ, S̃] formulas may be interpreted using the
following rules.

w, i |= a iff w(i) = a
w, i |= AŨbφ iff ∃ j > i . w( j) = b∧∀i < k< j . w(k) ∈ A\b ∧ w, j |= φ
w, i |= AS̃bφ iff ∃ j < i . w( j) = b∧∀ j < k< i . w(k) ∈ A\b ∧ w, j |= φ

The boolean operators have their usual meaning. The language defined by aTL[Ũ, S̃]
formulaφ is given byL(φ) = {w∈ Σ∗ | w,1 |= φ} (if the outermost operator ofφ is a
Ũ operator) andL(φ) = {w∈ Σ∗ | w,#w |= φ} (if the outermost operator ofφ is a S̃
operator).TL[Ũ, S̃] formulas may be represented as a DAG, in the usual way, with the
modal/boolean operators at the intermediate nodes.

Example 4.The language described in Example 1 which is given byΣ∗ac∗d{b,c,d}∗

may be expressed using theTL[Ũ, S̃] formulaΣS̃a (Σ\ {b} Ũd⊤).



TL[Ũ, S̃] and Unique ParsabilityTheŨ andS̃modalities ofTL[Ũ, S̃] are deterministic,
in the sense that they uniquely define the position at which its subformula must be
evaluated. Hence, for every subformulaψ of a TL[Ũ, S̃] formula φ, and any wordw,
there exists a unique position denoted asPosw(ψ), whereψ is to be evaluated. Moreover,
Posw(ψ) is determined by the context ofψ in φ. For example, consider the subformula
ψ = AŨb(ψ′), such thatPosw(ψ) = i. ThenPosw(ψ′) = j such thatj > i, w( j) = b and
∀i < k< j . w(k) ∈ A\ {b}.

The until and since modalities ofTL[Ũ, S̃] seem to subsume theXa andYa modalities
of TL[Xa,Ya]: for exampleXaφ≡ ΣŨaφ. However both logics share the same expressive
power.

4.1 From po2dfato TL[Ũ, S̃]

The deterministicuntil andsinceoperators ofTL[Ũ, S̃] naturally model the constraints
on the run of apo2dfa: the looping of thepo2dfa in a given state and on a subset
of letters until an outward transition is enabled is straightforwardly captured by the
invariance condition of thẽU andS̃ modalities. We shall now give a translation from
po2dfaautomata to language-equivalentTL[Ũ, S̃] formulas.

−→q

q1

qn

b1

bn

Fig. 6: Frompo2dfato TL[Ũ, S̃]

We shall construct aTL[Ũ, S̃] formulaForm(q) for each state ofA , such that the
following lemma is satisfied.

Lemma 3. Given a po2dfaA and any non-initial state q ofA , we may construct a
TL[Ũ, S̃] formula Form(q) such that for every w∈ Σ+, if q is entered on reading a posi-
tion x∈ dom(w), then w,x |= Form(q) if and only if the run terminates in the accepting
state.

Proof. We shall prove this lemma by constructing the formulaForm(q) for every non-
initial stateq in A . From the syntax ofpo2dfait is straightforward to infer thatForm(t)=
⊤ andForm(r) =⊥. Now, consider a non-initial stateq of apo2dfaas shown in Figure
6, such thatq 6∈ {t, r} andAq = Σ\ {b1 · · ·bn} is the set of letters on whichq loops. Let
us assume thatForm(q1), · · ·Form(qn) are appropriately constructed. Ifq∈ QL (i.e. q
is a state entered from the left, and the head of the automatonmoves right on all transi-
tions whose target state isq), then the automaton “scans” rightwards fromx, looping in



q on letters fromAq, until a progress transition from one of the letters from{b1, · · ·bn}
is enabled. Hence, a progress transitionbi is enabled fromq if and only if there exists
y> x such thatw(y) = bi and for allx< k< y, w(k) ∈ Aq. Further, this run is accepting
if and only if w,y |= Form(qi).

From the above argument, we may constructForm(q) as follows.

– If q∈QL, then
Form(q) =

∨

i∈{1,···n}

[AqŨbi Form(qi)]

– If q∈QR, then
Form(q) =

∨

i∈{1,···n}

[AqS̃bi Form(qi)]

⊓⊔

Theorem 3. Given a po2dfaA , we may construct a TL[Ũ, S̃] formula Trans(A) such
thatL(A) = L(Trans(A)), whose DAG representation is linear in the size ofA .

Proof. Consider the start state of thepo2dfaA which loops on the letters inAs until a
progress transition on one of the letters in{c1, · · ·cl} is enabled, such that the transition
on ci is targeted into a stateqi , for eachi ∈ {1· · · l}. From an argument similar to the
one in Lemma 3, we may infer that

Trans(A) =
∨

i∈{1···l}

[ci ∧Form(qi)] ∨
∨

i∈{1···l}

[
∨

b∈As

b∧AsŨci Form(qi)]

In the above formula, the two sets of disjunctions correspond to the cases when the
progress transition froms to the target state is taken on the first position in the word, or
any other position, respectively.

In the DAG representation of the formulaTrans(A) as per the above construction,
note that the number of nodes in the DAG is linear in the numberof states inA . This
is becauseForm(q) may be constructed exactly once for each stateq of A . Hence the
theorem. ⊓⊔

Remark 3.If we do not consider the DAG representation ofTL[Ũ, S̃] formulas, then we
must note that the size of the language-equivalentTL[Ũ, S̃] formula is exponential in the
size of the originalpo2dfa.

5 Interval Temporal Logic UITL±

The interval logicUITL ( [LPS08]) has the unambiguous chop modalities which deter-
ministically chop at the first and last occurrence of a lettera within the interval. We
enrich this logic with unambiguous modalities which chop beyond the interval bound-
aries in either direction. We call this logicUITL±. In this section, we introduce the
logic UITL± and show that it is no more expressive thanUITL, by giving an effective
conversion fromUITL± formulas to their corresponding language-equivalentTL[Xa,Ya]
formula. The conversion is similar to the conversion fromUITL to TL[Xa,Ya], as given
in [DKL10].



5.1 UITL±: Syntax and Semantics

The syntax and semantics ofUITL± are as follows:

⊤ | a | pt | unit | BPφ | EPφ | D1FaD2 | D1LaD2 | D1F+
a D2 | D1L−a D2 |

⊕D1 | ⊖D1 | ⊕D1 | ⊖D1 | D1∨D2 | ¬D

Let w be a nonempty finite word overΣ and letdom(w) = {1, . . . ,#w} be the set
of positions. LetINTV(w) = {[i, j] | i, j ∈ dom(w), i ≤ j} ∪ {⊥} be the set of in-
tervals overw, where⊥ is a special symbol to denote an undefined interval. For an
interval I , let l(I) andr(I) denote the left and right endpoints ofI . Further, if I = ⊥,
thenl(I) = r(I) =⊥. The satisfaction of a formulaD is defined over intervals of a word
modelw as follows.

w, [i, j] |=⊤ iff [i, j] ∈ INTV(w) and [i, j] 6=⊥
w, [i, j] |= pt iff i = j
w, [i, j] |= unit iff j = i +1
w, [i, j] |= BPφ iff w, [i, i] |= φ
w, [i, j] |= EPφ iff w, [ j, j] |= φ

w, [i, j] |= D1FaD2 iff for some k : i ≤ k≤ j. w[k] = a and
(for all m : i ≤m< k. w[m] 6= a) and
w, [i,k] |= D1 and w, [k, j] |= D2

w, [i, j] |= D1LaD2 iff for some k : i ≤ k≤ j. w[k] = a and
(for all m : k< m≤ j. w[m] 6= a) and
w, [i,k] |= D1 and w, [k, j] |= D2

w, [i, j] |= D1F+
a D2 iff for some k : k≥ j. w[k] = a and

(for all m : i ≤m< k. w[m] 6= a) and
w, [i,k] |= D1 and w, [ j,k] |= D2

w, [i, j] |= D1L−a D2 iff for some k : k≤ i. w[k] = a and
(for all m : k< m≤ j. w[m] 6= a) and
w, [k, i] |= D1 and w, [k, j] |= D2

w, [i, j] |=⊕D1 iff i < j and w, [i +1, j] |= D1

w, [i, j] |=⊖D1 iff i < j and w, [i, j−1] |= D1

w, [i, j] |=⊕D1 iff j < #w and w, [i, j +1] |= D1

w, [i, j] |=⊖D1 iff i > 1 andw, [i−1, j] |= D1

The languageL(φ) of a UITL formulaφ iff is given by L(φ) = {w | w, [1,#w] |= φ}.
We may derive “ceiling” operators which assert the invariance as follows.

– ⌈A⌉ ≡ pt ∨ unit ∨ ¬
∨

b6∈A
(⊕⊖ (⊤Fb⊤))

Hence,w, [i, j] |= ⌈A⌉ if and only if ∀i < k< j . w(k) ∈ A.
– ⌈A⌉⌉ ≡ pt ∨ ¬

∨

b6∈A
(⊕(⊤Fb⊤))

Hence,w, [i, j] |= ⌈A⌉⌉ if and only if ∀i < k≤ j . w(k) ∈ A.
– ⌈⌈A⌉ ≡ pt ∨ ¬

∨

b6∈A
(⊖(⊤Fb⊤))

Hence,w, [i, j] |= ⌈⌈A⌉ if and only if ∀i ≤ k< j . w(k) ∈ A.



– ⌈⌈A⌉⌉ ≡ ¬
∨

b6∈A
(⊤Fb⊤)

Hence,w, [i, j] |= ⌈⌈A⌉⌉ if and only if ∀i ≤ k≤ j . w(k) ∈ A.

Example 5.The language given in Example 1 may be given by theUITL± formula
⊤La (⌈Σ\ {b}⌉ Fd⊤).

UITL± and Unique Parsing UITL± is a deterministic logic and the property ofUnique
Parsingholds for its subformulas. Hence, for everyUITL± subformulaψ, and any word
w, there is a unique intervalIntvw(ψ) within which it is evaluated. Further, for any
“chop” operator (Fa,La,F+

a ,L−a ,⊕,⊖,⊕,⊖), there is a unique chop positioncPosw(ψ).
If such an interval or chop position does not exist in the word, then they are equal to
⊥. TheIntvw(ψ) andcPosw(ψ) for any subformulaψ depend on its context and may be
inductively defined. (See [LPS08] for similar such definition for the sublogicUITL).

5.2 From TL[Ũ, S̃] to UITL±

Given aTL[Ũ, S̃] formulaφ, we shall construct aUITL± formulasBTrans(φ) andETrans(φ)
having the following property.

Lemma 4. Given a TL[Ũ, S̃] formulaφ, we may construct UITL± formulas BTrans(φ)
and ETrans(φ) such that for any word w∈ Σ+ and any interval[i, j] in w

– w, [i, j] |= BTrans(φ) iff w, i |= φ
– w, [i, j] |= ETrans(φ) iff w, j |= φ

The translation takes polynomial time.

Proof. The formulasBTransandETransmay be constructed by bottom-up induction
using the following rules.

– BTrans(a) = BP (ptFa⊤)
– BTrans(φ1∨φ2) = BTrans(φ1)∨BTrans(φ2)
– BTrans(¬φ) = ¬BTrans(φ)
– BTrans(AŨbφ) = BP⊕⊕ [ (⌈⌈A⌉) F+

b ETrans(φ)]
– BTrans(AS̃bφ) = BP⊖⊖ [ (⌈A⌉⌉) L−b BTrans(φ)]
– ETrans(a) = EP (⊤Lapt)
– ETrans(φ1∨φ2) = ETrans(φ1)∨ETrans(φ2)
– ETrans(¬φ) = ¬ETrans(φ)
– ETrans(AŨbφ) = EP⊕⊕ [ (⌈⌈A⌉) F+

b ETrans(φ)]
– ETrans(AS̃bφ) = EP⊖⊖ [ (⌈A⌉⌉) L−b BTrans(φ)]

The correctness of the above construction may be inferred from the semantics of the
logics. For example, consider the formulaBTrans(AŨbφ). Let us assumeETrans(φ)
has been appropriately constructed so as to satisfy the lemma. Then for any wordw∈Σ+

and any interval[i, j] of w,
w, [i, j] |= BTrans(AŨbφ)
iff w, [i, j] |= BP⊕⊕ [ (⌈⌈A⌉) F+

b ETrans(φ)]



iff w, [i, i] |= ⊕⊕ [ (⌈⌈A⌉) F+
b ETrans(φ)]

iff w, [i +1, i +1] |= [ (⌈⌈A⌉) F+
b ETrans(φ)]

iff ∃k≥ (i +1) . w(k) = b∧ ∀(i +1)≤m< k .w(m) ∈ A\ {b} ∧
w, [i +1,k] |= ETrans(φ)

iff w, i |= AŨbφ ⊓⊔

From the above construction, we infer that for everyTL[Ũ, S̃] formula, we may
construct a language-equivalentUITL± formula whose size is linear in the size of the
TL[Ũ, S̃] formula. Clearly, the time time taken for the construction is also polynomial.

5.3 UITL± to TL[Xa,Ya]

In [LPS08], we exploited the interval-nesting structure ofUITL formulas to give a re-
duction fromUITL to po2dfa. However such a nesting structure is absent in the case
of UITL±and the translation presented in [LPS08] can not be extendedto UITL±. The
reduction fromUITL± formulas topo2dfais factored viaTL[Xa,Ya]. This translation is
interesting and it uses the concept of ranker directionality.

Theorem 4. Given any UITL± formula φ of size n, we can construct in polynomial
time a language-equivalent TL[Xa,Ya] formula Trans(φ), whose size is O(n2). Hence,
satisfiability of UITL± is NP-complete.

The construction ofTrans(φ) requires some auxiliary definitions. For everyUITL± sub-
formulaψ of φ, we defineRanker Formulas LIntv(ψ) andRIntv(ψ), such that Lemma
5 holds.LIntv(ψ) andRIntv(ψ) areRanker Formulaswhich accept at the left and right
ends of the unique intervalIntvw(ψ) respectively.

Lemma 5. Given a UITL± subformulaψ of a formulaφ, and any w∈ Σ+ such that
Intvw(ψ),cPosw(ψ) 6=⊥,

– ℓPosw(LIntv(ψ)) = l(Intvw(ψ))
– ℓPosw(RIntv(ψ)) = r(Intvw(ψ))

The required formulasLIntv(ψ),RIntv(ψ) may be constructed by induction on the depth
of occurrence of the subformulaψ as below. The correctness of these formulas is ap-
parent from the semantics ofUITL± formulas, and we omit the detailed proof.

– If ψ = φ, thenLIntv(ψ) = SP⊤, Rintv(ψ) = EP⊤
– If ψ = BP D1 then

LIntv(D1) = RIntv(D1) = LIntv(ψ)
– If ψ = EP D1 then

LIntv(D1) = RIntv(D1) = RIntv(ψ)
– If ψ = D1FaD2 then

LIntv(D1) = LIntv(ψ), Rintv(D1) = LIntv(ψ) ; X̃a⊤,
LIntv(D2) = LIntv(ψ) ; X̃a⊤, Rintv(D2) = RIntv(ψ)

– If ψ = D1F+
a D2 then

LIntv(D1) = LIntv(ψ), Rintv(D1) = RIntv(ψ) ; X̃a⊤,
LIntv(D2) = RIntv(ψ), Rintv(D2) = RIntv(ψ) ; X̃a⊤



– If ψ = D1LaD2 then
LIntv(D1) = LIntv(ψ), Rintv(D1) = RIntv(ψ) ; Ỹa⊤,
LIntv(D2) = RIntv(ψ) ; Ỹa⊤, Rintv(D2) = RIntv(ψ)

– If ψ = D1L−a D2 then
LIntv(D1) = LIntv(ψ) ; Ỹa⊤, Rintv(D1) = LIntv(ψ),
LIntv(D2) = LIntv(ψ) ; Ỹa⊤, Rintv(D2) = RIntv(ψ)

– If ψ =⊕D1 then
LIntv(D1) = LIntv(ψ) ; X1⊤, RIntv(D1) = RIntv(ψ)

– If ψ =⊕D1 then
LIntv(D1) = LIntv(ψ), RIntv(D1) = RIntv(ψ) ; X1⊤

– If ψ =⊖D1 then
LIntv(D1) = LIntv(ψ), RIntv(D1) = RIntv(ψ) ; Y1⊤

– If ψ =⊖D1 then
LIntv(D1) = LIntv(ψ) ; Y1⊤, RIntv(D1) = RIntv(ψ)

We can now construct, for any subformulaψ of φ, a correspondingTL[Xa,Ya] for-
mulaTrans(ψ). The conversion uses the following inductive rules. Then, it is easy to
see thatTrans(ψ) is language equivalent toφ (see [Sha12] for proof).

– If ψ = BP D1 or EP D1 thenTrans(ψ) = Trans(D1)
– If ψ=D1FaD2, thenTrans(ψ) = [( LIntv(ψ); X̃a⊤ ) ; P

≤(RIntv(ψ))]∧Trans(D1)∧
Trans(D2)

– If ψ=D1LaD2, thenTrans(ψ) = [( RIntv(ψ);Ỹa⊤ ) ; P
≥(LIntv(ψ))]∧Trans(D1)∧

Trans(D2)
– If ψ=D1F+

a D2, thenTrans(ψ)= [( LIntv(ψ); X̃a⊤ ) ; P
≥(RIntv(ψ))]∧Trans(D1)∧

Trans(D2)
– If ψ=D1L−a D2, thenTrans(ψ) = [( RIntv(ψ);Ỹa⊤ ) ; P

≤(LIntv(ψ))]∧Trans(D1)∧
Trans(D2)

– If ψ =⊕D1, thenTrans(ψ) = [(LIntv(ψ);X1⊤) ; P
≤(RIntv(ψ))] ∧ Trans(D1)

– If ψ =⊖D1, thenTrans(ψ) = [(RIntv(ψ);Y1⊤) ; P
≥(LIntv(ψ))] ∧ Trans(D1)

– If ψ =⊕D1, thenTrans(ψ) = [(RIntv(ψ);X1⊤)] ∧ Trans(D1)
– If ψ =⊖D1, thenTrans(ψ) = [(LIntv(ψ);Y1⊤)] ∧ Trans(D1)
– Trans(D1∨D2) = Trans(D1)∨Trans(D2)
– Trans(¬D1) = ¬Trans(D1)

6 Bridging the Gap: From Deterministic to Non-deterministic
Logics

TL[F,P] is the unary fragment of the well known Linear Temporal Logic, with the unary
modalitiesF (future) andP (past) and the boolean operators.TL[F,P] was studied by
Etessami, Vardi and Wilke [EVW02] who showed that it belongsto the language class
UL. They also showed that the satisfiability ofTL[F,P] is NP-complete by giving a
small model property forTL[F,P] formulas. We derive here, an explicit translation from
TL[F,P] formulas to language-equivalentTL[Xa,Ya] formulas and analyse its size. This
will not only allow us to construct an equivalentpo2dfafor the TL[F,P] formula but
also give an alternative proof for their NP-complete satisfiability.



Let a∈ Σ. The syntax and semantics ofTL[F,P] formulas is as follows.

a | Fφ | Pφ | φ∨φ | ¬φ

Given any wordw∈ Σ∗ andi ∈ dom(w), TL[F,P] formulas are interpret over words as
follows.

w, i |= a iff w(i) = a
w, i |= Fφ iff ∃ j > i . w, j |= φ
w, i |= Pφ iff ∃ j < i . w, j |= φ

The boolean operators have their usual meaning. Given aTL[F,P] formulaφ, the lan-
guage defined byφ is given byL(φ) = {w | w,1 |= φ}.

Modal subformulas and Boolean subformulas:Every modal subformulaψ = Fφ or
ψ = Pφ is such thatφ = B(ψi), where eachψi is in turn either a modal subformula
or an atomic formula andB is a boolean function. We shall useψ to denote modal
subformulas andφ to denote the boolean formulas.ψ is a F-type orP-type formula
depending on the outer modality ofψ. For any subformulaξ, let S f orm(ξ) denote the
set of modal subformulas ofξ (excludingξ) andIform(ξ)⊆S f orm(ξ) denote the set of
immediate modal subformulas ofξ.

Validity of modal subformulas
Given a wordw and a modal subformulaψ, ψ is said to bedefinedin w if ∃i ∈

dom(w) . w, i |= ψ. We call the last position (in caseψ is F-type) or the first position (in
caseψ is P-type) inw whereψ holds, as thedefining positionof ψ in w. This is denoted
asdPosw(ψ). In caseψ is not defined inw, then its defining position does not exist, and
is equal to⊥. ThusdPosw(ψ) ∈ dom(w)∪{⊥}.

6.1 TL[F,P] to TL[Xa,Ya]

Representing the non-deterministicF andP operators ofTL[F,P] in deterministicTL[Xa,Ya]
is challenging. A critical property of the unary modalitiesis the following. In any given
wordw if a modal subformula of the formFφ is defined inw, then it holds at exactly all
positions within an interval[1, i−1], wherei is the last position inw whereφ is defined.
Similarly, if a modal subformula of the formPφ is defined inw then it holds exactly at
all positions within an interval[ j +1,#w] where j is the first position inw whereφ is
defined.

The following proposition relates the defining position of modal formulas of the
form Fφ or Pφ to the first or last position whereφ is defined. Its correctness may be
directly inferred from the semantics ofF andP operators.

Proposition 6. – If ψ = Fφ and i is the last position in w whereφ holds then
• dPosw(ψ) = i−1 (if i > 1)
• ∀ j ≤ dPosw(ψ) . w, j |= ψ

– If ψ = Pφ and i is the first position in w whereφ holds then
• dPosw(ψ) = i +1 (if i < #w)
• ∀ j ≥ dPosw(ψ) . w, j |= ψ



Region partitioning
Our translation fromTL[F,P] formulas toTL[Xa,Ya] formulas relies on the following

key observation, which is closely related to Proposition 6.

In the evaluation of aTL[F,P] formula over a wordw, it is sufficient to deter-
mine the relative positioning of thedPosw positions of the modal subformulas
and the occurrence of letters (of the alphabet) between them.

Consider a set of modal subformulasκ = {ψ1 · · ·ψn} and a wordw such that every
ψi is defined inw. The defining positions ofψi partition w into “regions”, such that
each region is either a defining position of one or moreψi (called a formula region or F-
region), or the region lies strictly between two consecutive defining positions (called an
Intermediate region or I-region). While each F-region consists of exactly one position
in w, anI -region is a subword of length 0 or more. The region partitioning comprises of
alternating I and F-regions, along with a specification of the subset of the alphabet that
occurs within these regions, as well as their order of first / last appearances within each
region.

Example 6.Consider a set of modal formulasκ = {ψ1,ψ2,ψ3,ψ4} that are defined in
a word w. The orientation of their defining positions is as depicted in Figure 7. We
havedPosw(ψ1) = dPosw(ψ2) > 1 anddPosw(ψ3) = #w. The region partitioning of
κ in w is given asr1, r2, r3, r4, r5, r6, wherer1, r3, r5 are I-regions andr2, r4, r6 are F-
regions. Further, if the regionr3 corresponds to the subwords= aabcddcbcdacthen its
corresponding alphabet is{a,b,c,d} and its order of occurrence isa,b,c,d andc,a,d,b
from the left and right, respectively.

I I I Iw
ψ1,ψ2 ψ4 ψ3

R1 R2
R3 R4

R5 R6

Fig. 7: Region partitioning ofκ in w

Region Templates
For a given set of modal formulasκ, there are only a finite number of possible relative

orderings of defining positions of modal formulas inκ. We shall call each such ordering,
along with the specification of letter occurrences between them as aregion template.
Hence, the set of all possible region templates partitions the set of all words (in which
all formulas ofκ are defined) into a finite number of equivalence classes.

Formally, a region templateR(κ) of a set of modal subformulasκ = {ψ1 · · ·ψn} is
a tuple(S,<S,τ,α,β), where

– S is a finite set of I-regions and F-regions.
– <S is a strict total ordering on the setSsuch that the I-regions and F-regions alter-

nate.



– τ : S→ 2κ is a function which maps the F-regions to the set of subformulas whose
defining position corresponds to that region. For every I-region r, τ(r) = /0 and for
every F-regionr, τ(r) 6= /0. Further, for everyψi ∈ κ, there exists a unique F-region
r ∈ Ssuch thatψi ∈ τ(r), and this unique region is denoted asreg(ψi).

– α : S→ 2Σ maps every region to the subset of letters. Note that for every F-region
r, α(r) is a singleton.

– β is a function which maps each regionr to a pair of ordering relations<L,<R over
the setα(r). <L and<R are strict total orders.

Given a region templateR(κ) = (S,<S,τ,α,β) and a wordw∈ Σ+ such that each
ψi ∈ κ is defined inw, we say thatR(κ) is the (unique) region template of w forκ if
there exists a partitioningPart of w such that there exists a bijectionEquiv : S→ Part
which preserves the ordering relation<S and satisfies the following conditions

– For all F regionsr ∈ S, the corresponding subwordp ∈ Part is a subword with a
single positioni ∈ dom(w) such that∀ζ ∈ τ(r) . dPosw(ζ) = i.

– For all regionsr ∈ S, the corresponding subwordp ∈ Part is such that∀a ∈ Σ.
a∈ α(r) if and only if a occurs inp.

– For all regionsr ∈ S, the corresponding subwordp∈ Part is such that the ordering
relations<L and<R exactly correspond to the ordering of first appearance of the
letters inp from the left and right respectively.

Consider the region partitioning of the wordw in Example 6 (Figure 7) and region tem-
plateR given by the sequenceS= {r1, r2, r3, r4, r5, r6}, with τ(r2) = {ψ1,ψ2), τ(r4) =
ψ4, τ(r6) = ψ3, tau(r1) = τ(r3) = τ(r5) = /0, and the regionr3 is such thatα(r3) =
{a,b,c,d}, a <L b <L c<L d andc <R a <R d <R b (and similarly for other re-
gions as well). Then we may say thatR is the region template ofw for {ψ1,ψ2,ψ3,ψ4}.

The proposition below may be inferred from the following property: Given a word
w and a modal formulaψ that is defined inw, there exists a unique defining position of
ψ in w.

Proposition 7. Given a set of modal subformulasκ and any w∈ Σ+ such that every
formula inκ is defined in w, there exists auniqueregion templateR such thatR is the
region template of w forκ.

In the remainder of the section, we shall often refer to a region r in a wordw, to
mean the partition in thew which corresponds to ther (that is given by the equivalence
Equiv).

Parameters∆ andθ
Let Φ be aTL[F,P] formula. We shall construct aTL[Xa,Ya] formulaTrans(Φ) that is

language-equivalent toΦ. For the top-level formulaΦ, we defineparameters∆ andθ
of Φ as follows.∆ ⊆ S f orm(Φ) is a subset of the set of modal subformulas ofΦ. θ is
a function which maps each modal subformulaψ of Φ to a region template over the set
I f orm(ψ)∩∆.

Definition 3. Given a word w∈ Σ∗, w is said toconform toparameters∆ and θ if ∆
is exactly the subset of modal subformulas ofΦ which are defined in w and for every
ψ ∈ S f orm(Φ), θ(ψ) is the region template of w for the set I f orm(ψ)∩∆.



Evaluating Boolean Formulas
Fix parameters∆ andθ for Φ. For a boolean subformulaφ of Φ, we may construct a

setDe f∆,θ(φ) which is a set of pairs{(r,A)} such thatr ∈ SandA⊆ α(r) (andA 6= /0).
The idea behind the construction ofDe f(φ) is to identify exactly the positions whereφ
will hold. The validity ofφ =B(ψ j ) at a positioni in a word depends on the following:

– the relative positioning ofi with respect to the defining positions of the modal
subformulas in{ψ j}, and hence the region (in the region partitioning ofI f orm(φ))
to whichi belongs.

– the letterw(i) at the positioni- to infer the validity of the atomic formulas in{ψ j}.

Hence, the setDe f∆,θ(φ) exactly indicates in terms of(r,A) pairs, the positions in a
word where(φ) will hold. The construction ofDe f∆,θ(φ) is formulated in the lemma
below.

Lemma 6. Given∆,θ of a formulaΦ and a boolean subformulaφ = B(ζ j ) of Φ, the
set De f∆,θ(φ) may be constructed such that for all words w thatconform to∆,θ, and for
all i ∈ dom(w), w, i |= φ if and only if∃(r,A) ∈ De f∆,θ(φ) such that i∈ r and w(i) ∈ A.

Proof. Consider a modal subformulaψ = Fφ (or alternativelyPφ) such thatφ =B(ζ j ),
where eachζ j is in turn a modal formula or an atomic formula. Letθ(ψ) = R = (S,<S

,τ,α,β). The setDe f∆,θ(φ) may be constructed by structural induction onφ.

– If φ = a, thenDe f∆,θ(φ) = {(r,{a}) | r ∈ S ∧ a∈ α(r)}
– If φ = φ1∧φ2 thenDe f∆,θ(φ) = {(r,A1∩A2) | (r,A1) ∈ De f∆,θ(φ1) ∧ (r,A2) ∈

De f∆,θ(φ2) ∧ A1∩A2 6= /0}
– If φ = ¬φ1 thenDe f∆,θ(φ) = {(r,Σ\A) | (r,A) ∈ De f∆,θ(φ1) ∧ A 6= Σ}
– If φ = φ1∨φ2 thenDe f∆,θ(φ) = {(r,A1∪A2) | (r,A1) ∈ De f∆,θ(φ1) ∧ (r,A2) ∈

De f∆,θ(φ2)}

– If φ = ζ whereζ = F(φ′) then
De f∆,θ(φ) = {(r,α(r)) | r ≤S reg(ζ) ∧ α(r) 6= /0}, if ζ ∈ ∆
De f∆,θ(φ) = /0, if ζ 6∈ ∆

– If φ = ζ whereζ = P(φ′) then
De f∆,θ(φ) = {(r,α(r)) | r ≥S reg(ζ) ∧ α(r) 6= /0}, if ζ ∈ ∆
De f∆,θ(φ) = /0, if ζ 6∈ ∆

The correctness of the above construction may be deduced by induction on the structure
of φ using the semantics of the logicTL[F,P], Proposition 6 and the fact thatw conforms
to ∆,θ. The atomic and boolean cases are straightforward. Consider the interesting case
of φ = Fφ′(= ζ). From Proposition 6, we know thatφ holds true at all positions that
are at or beforedPosw(ζ). Hence for anyw, sincew conforms to∆,θ, we know that
dPosw(ζ) = (reg(ζ)). Therefore we know thatφ(ζ) holds at all regions at or before
reg(ζ).



Constructing the ranker forψ
Using a bottom-up induction, for every modal subformulaψ ∈ ∆, we may construct

a rankerD∆,θ(ψ) such that for all wordsw which conform to∆,θ, the rankerD∆,θ(ψ)
accepts atdPosw(ψ).

Given the setDe f∆,θ(φ), we may construct the rankerD∆,θ(ψ) for the modal sub-
formulaψ = Fφ or Pφ as follows. Letu be a special ranker which does not accept on
any word. IfDe f∆,θ(φ) = /0, thenD∆,θ(ψ) = u.
Otherwise, ifDe f∆,θ(φ) is non-empty, then letmin(De f∆,θ(φ),<S)

2 andmax(De f∆,θ(φ), leqS)
denote the minimal and maximal elements of(De f∆,θ) wrt the ordering<S of the re-
gions.3

If ψ = Fφ, then from Proposition 6, we know that(De f∆,θ) must accept at one posi-
tion previous to the maximum position whereφ holds. Such a ranker is constructed as
follows:

– Case: Ifmax(De f∆,θ(φ),<S) = (r,A) such thatr is an F-region, thenτ(r) 6= /0 and
for someζ, ζ ∈ τ(r), then

D∆,θ(ψ) = D∆,θ(ζ);Y1⊤

– Case: Ifmax(De f∆,θ(φ),<S) = (r,A), such thatτ(r) = /0 (i.e. r is an I-region) then
• If r = max(S,<S), thenr includes the last position in the word. Hence

D∆,θ(ψ) = EPỸpY1⊤

wherep= min(A∩α(r),<R).
• If r 6= max(S,<S), then if r ′ is the region subsequent tor, there existsζ such

thatreg(ζ) = r ′. Then

D∆,θ(ψ) = D∆,θ(ζ);YpY1⊤

wherep= min(A∩α(r),<R).

The ranker for the case ofψ = Pφ is symmetric to the above.
The correctness of this construction is given by Lemma 7 part(ii).

Checking∆ andθ
We shall now give the formulas which “check” whether a given word conforms toa

given∆ andθ. For convenience and ease of readability, we have dropped the superscript
∆,θ.

The formulaDvalid checks if∆ holds for the given word.

Dvalid(∆) =
∧

ψ∈∆
(D(ψ)) ∧

∧

ψ6∈∆
(¬D(ψ))

2 In general, given a setA and a total ordering< on A, let min(A,<) and max(A,<) be the
minimal and maximal elements (respectively) ofA with respect to the ordering<.

3 From the construction ofDe f∆,θ(φ) it is apparent that for every regionR, there is at most one
element withR in De f∆,θ(φ).



The formulaTvalid checks for the correctness ofθ by checking for each modal subfor-
mulaψ whetherθ(ψ) is the region template of the word, wrt the setI f orm(ψ)∩∆.

Tvalid(∆,θ) =
∧

ψ∈S f orm(Φ)∪Φ
[Rvalid(θ,ψ) ∧ Avalid(θ,ψ) ∧ Bvalid(θ,ψ)]

In the above, ifθ(ψ) = (S,<S,τ,α,β) thenRvalid(θ,ψ) checks the consistency of<S

andτ. Avalid(θ,ψ) andBvalid(θ,ψ) respectively check the correctness ofα andβ in
the given word. They are as given below. Assume that for eachψ, θ(ψ) = (S,<S,τ,α,β)
such thatr1, · · · rmaxRψ is the enumeration of the regions inSbased on the ordering<S.

RValid checks the validity ofτ(r i) for all the F-regionsr i and also the relative or-
dering of the F-regions, which implicitly also verifies the ordering of I-regions that al-
ternate with the F regions. WhileTauChk(r i) checks whether the rankers corresponding
to everyζ ∈ τ(r i) accept at the same position,OrdChk(r i) checks the relative ordering
of successive F-regions, using the rankers of the modal formulas that are contained in
τ(r i). These formulas are as given below.

Rvalid(θ,ψ) =
∧

i∈{1,···maxRψ}
[τ(r i) 6= /0 =⇒ (TauChk(r i) ∧ OrdChk(r i))]

TauChk(r i) =
∧

ζ,ξ∈τ(r i)

[D(ζ);P
≤(D(ξ)) ∧ D(ξ);P

≤(D(ζ))]

OrdChk(r i) = D(ζ);P
<(D(ξ))

whereζ ∈ τ(r i) andξ ∈ τ(r i+2), (for i ≤maxRψ−2)
The formulaAvalid checks the presence of the letters inα(r i) within the regionr i ,

usingChkLet(r i) and at the same time, it checks for the absence of letters which are not
in α(r i). This is done using ranker-directionality formulas for rankers corresponding to
F-regions.

Avalid(θ,ψ) =
∧

i∈{1,···maxRψ}
[ChkLet(r i) ∧ChkNot(r i)]

Case:r i is an I-region and 1< i < maxRψ. Let ζ ∈ tau(r i−1) andξ ∈ τ(r i+1). Then

ChkLet(r i) =
∧

a∈α(r i)

[D(ζ); Xa; P
<(D(ξ))]

ChkNot(r i) =
∧

a6∈α(r i)

¬[D(ζ); Xa ;P
<(D(ξ))]

The other cases wherer i is an I-region and it is either the first or last region, or ifr i is
an F-region, may be worked out similarly.

The formulaBvalid checks for each region, the ordering of the letters within the
region, from the left side (usingLOrdChk) and from the right side (usingROrdChk).

Bvalid(θ,ψ) =
∧

i∈{1,···maxRψ}
[LOrdChk(r i) ∧ ROrdChk(r i)]



If r i is an F-region thenα(r i) is a singleton. Hence the interesting case is whenr i is an
I-region.
Case:r i is an I-region and 1< i < maxRψ. Letξ∈ τ(r i−1), ζ∈ τ(r i+1) and{b1...bm}∈
α(r i).

LOrdChk =
∧

j∈{1...m}

[D(ξ)Xb j ;P
<(D(ξ);Xb j+1⊤))]

ROrdChk=
∧

j∈{1...m}

[D(ζ)Yb j ;P
>(D(ζ);Yb j+1⊤))]

Other cases wherei = 1 or i = maxRψ, may be worked out similarly.
The following lemma asserts the correctness of the above validity-check formulas

for the parameters and also the correctness of the ranker construction for the modal
subformulas.

Lemma 7. (i) Given parameters∆,θ of Φ, for all w ∈ Σ+, w conforms to∆,θ if and
only if
• w |= Dvalid(∆) and
• w |= Tvalid(θ)

(ii) Given parameters∆,θ of Φ and a modal subformulaψ of Φ, for every w∈ Σ+ such
that wconforms to∆,θ, the ranker D∆,θ(ψ) accepts at a position i∈ dom(w) if and
only if ψ is defined in w and dPosw(ψ) = i.

Proof. Given a modal subformulaψ of Φ such thatψ = F/Pφ, let ∆φ andθφ be the
restrictions of∆ andθ to φ. Therefore,∆φ = ∆∩S f orm(φ) andθφ is the restriction of
the functionθ to the domainS f orm(ψ)∪ψ.

We shall prove the lemma by induction on the depth of the subformulas. Consider
a modal subformulaψ = F/P(φ) of Φ such thatφ = B(ζi) where eachζi is a modal
subformula or atomic formula.

– Base Case:
If I f orm(ψ) = /0 thenφ is a boolean combination of atomic formulas. Hence∆φ = /0
andθφ(ψ) = R. Here, the only possible region set ofR is one which consists of
a single regionr such thatτ(r) = /0. Since∆φ = /0, Dvalid trivially holds for all
words. Further,TValid checks the region templateθ(ψ) = R( /0). SinceR( /0) is
a region template with a single region,De f∆φ,θφ(φ) is either a singleton or/0. In
the former case, the rankerD∆φ,θφ(ψ) exactly matches the position corresponding
to thedPosposition ofψ. In the latter case,D∆φ,θφ(ψ) = u. Hence part(ii) of the
lemma is verified for the base case.

– Assume thatI f orm(ψ) = {ζi} is non-empty and the lemma holds for everyζi i.e.,
For everyζi = F/Pφi , Part(i) of the lemma holds for the restrictions∆φi ,θφi and
Part(ii) of the lemma holds forζi . We shall prove that the lemma holds forψ =
B(φ).
Firstly, from the correctness of the construction of rankers forζi , we may verify the
correctness ofDvalid(∆φ) andTvalid(θφ). (Hence Part(i)). Further, from Lemma
6, we know thatDe f∆φ,θφ(φ) exactly marks the positions (in terms of regions and
letter-occurrences within them) whereφ holds. By observing the construction of
rankers, we can infer that the rankerD∆φ,θφ(ψ) exactly matches the position corre-
sponding to thedPosposition ofψ (hence Part(ii)).



Constructing the formula Trans(Φ)
We may now give the language equivalentTL[Xa,Ya] formula for theTL[F,P] formula

Φ. Let Φ = B({ψi ,a j}) whereψi are immediate modal subformulas (which are only
of the formFφ at the top level) anda j are atomic formulas. Then from the correctness
of the validity formulas of the parameters∆,θ and rankers for the modal subformulas
(Lemma 7) we have

Trans(Φ) =
∨

∆,θ
[Dvalid(∆) ∧ Tvalid(θ) ∧ B(D∆,θ(ψi),a j)].

Complexity
Consider aTL[F,P] formulaΦ of lengthn. Letsbe the size of its alphabet. The number

of modal subformulas ofΦ is O(n). For a given set of parameters∆,θ,

– For eachψ ∈ S f orm(Φ) the rankerD∆,θ(ψ) is of sizeO(n).
– HenceDvalid(∆) is of sizeO(n).
– For eachψ, the size ofRValid(ψ,θ) is O(n3), and size ofAValid(ψ) andBValid(ψ)

is O(sn2)
– Tvalid checks the region template for eachψ. Hence the size ofTvalid(θ) is

O(sn4)

Since the number of possible∆ andθ are exponential inn, Trans(Φ) is anO(2n) dis-
junction of formulas whose size is bounded byO(sn4).

Time Complexity: For a given∆,θ, the time taken to computeDe f∆,θ(φ) for eachφ,
is proportional to the number of regions and the size ofφ, i.e. O(n2). Hence, the total
time required to computeDe f for all subformulas isO(n3). Further, the time required
to compute the rankers for each modal subformula and the validity-checking formulas
for ∆ andθ is proportional to its size, which is polynomial inn. Hence we can conclude
that the time taken to compute each disjunct ofTrans(Φ) is also polynomial inn.

Theorem 5. Satisfiability of TL[F,P] formulas is decidable with NP-complete complex-
ity.

Proof. For an inputTL[F,P] formula of sizen, our reduction gives us a language equiv-
alentTL[Xa,Ya] formula of the form

∨

i∈{1···k}
φi wherek is exponential inn and each

disjunctφi has a size polynomial inn (assuming alphabet size to be a constant). From
Proposition 7, we know that the set of possible parameters∆,θ partitionsΣ+ into equiv-
alence classes such that each equivalence class is characterized by the parameter to
which the words in that class conform to. By non-deterministically guessing parameters
∆ andθ, a single disjunctφi may be constructed in time polynomial inn. By checking
the satisfiability (which is in NP) of the resultingTL[Xa,Ya] formula, we may check
the satisfiability of theTL[F,P] formula in NP time. NP-hardness may be inferred from
NP-hardness of propositional logic.

The above construction results in a language equivalentpo2dfawhose number of
states is exponential inn. However, every accepting path in the automaton has at most
O(n4) progress (non-self looping) edges.



7 Recursive LogicTL+[Xφ,Yφ]

TL+[Xφ,Yφ] is the recursive extension ofTL[Xa,Ya] logic with deterministic modalities
Xψ andYψ which are parametrized byTL+[Xφ,Yφ] sub-formulasψ. TheTL+[Xφ,Yφ] for-
mulas have a two-part syntax: subformulas may beφ-type orψ-type. They have the
following syntax:

ψ := a | φ | ψ∨ψ | ¬ψ

wherea∈ Σ andφ is of the form

φ :=⊤ | SPφ | EPφ | Xψφ | Yψφ

Hence, theφ-type formulas arerecursive rankersand theX andY modalities are parametrized
by ψ-type formulas which are boolean combinations of recursiverankers. On examin-
ing the above syntax representation, we may make the following key observations:

– The recursive rankers (φ-type formulas) do not havea as atomic subformulas.4.
– Every ψ-type formula is a boolean combination of recursive rankersand atomic

formulas.
– The logicTL+[Xφ,Yφ] is a deterministic logic and hence the subformulas satisfy

the property of Unique Parsing. The unique position at whicha subformulan is
evaluated in a given wordw is denoted byPosw(n).

The semantics of the recursive modalities ofTL+[Xφ,Yφ] formulas is as follows:
w, i |= Xφ1φ2 iff ∃ j > i . w, j |= φ1∧w, j |= φ2 and∀i < k< j . w,k 6|= φ1

w, i |=Yφ1φ2 iff ∃ j < i . w, j |= φ1∧w, j |= φ2 and∀ j < k< i . w,k 6|= φ1

Example 7.Consider theTL+[Xφ,Yφ] formulaφ = Xψ1Yψ2⊤ whereψ1 = a∧Yb⊤∧Xc⊤
andψ2 =XcHb. When we evaluateφ over the wordw= ccaccbccabbcacc,Posw(φ) = 1.
The first position in the word whereψ1 holds is 9 hencePosw(Yψ2⊤) = 9. Finally, the
last position before 9 whereψ2 holds is 4. Hencew∈ L(φ).

For aTL+[Xφ,Yφ] formula ψ, the recursion levelof any subformula ofψ may be
defined inductively as follows:rlevel(ψ) = 0. If φ = Xφ1φ2 or Yφ1φ2, thenrlevel(φ1) =
rlevel(φ)+1 andrlevel(φ2) = rlevel(φ). For all other operators, the recursion level re-
mains unchanged. Therecursion levelof a formula is the maximum recursion depth of
its subformulas.

A key property of recursive rankers isconvexity. This is stated in the following
lemma, and its proof is similar to that of Lemma 2.

Lemma 8 (Convexity).For any recursive ranker formulaφ, and any word w∈ Σ+, if
there exist i, j ∈ dom(w) such that i< j and w, i |= φ and w, j |= φ, then∀i < k< j, we
have w,k |= φ.

4 It can be shown that allowinga as an atomic subformula of aφ-type formula increases the
expressive power of the logic



7.1 TL[F,P] to TL+[Xφ,Yφ]

Consider aTL[F,P] formulaψ in normal form: ψ= a∧∧i(Fαi)∧∧ j (Pβ j)∧∧k(¬Fγk)∧
∧l (¬Pδl ). We construct theTL+[Xφ,Yφ] formulasTransX(ψ) andTransY(ψ) such that
the following lemma is satisfied.

Lemma 9. If ψ is a TL[F,P] formula, then there exists a TL+[Xφ,Yφ] formula Trans(ψ)
such that∀w∈ Σ+ and i∈ dom(w), w, i |= ψ iff w, i |= Trans(ψ). Moreover, the size of
Trans(ψ) is linear in the size ofψ, and the modal depth of psi is equal to the recursion
depth ofTrans(ψ).

Proof. We now give the construction ofTrans(ψ), by structural induction onψ. The
correctness of the conversion is directly evident from the semantics of the two logics.

– Trans(a) = a
– Trans(ψ1∨ψ2) = Trans(ψ1)∨Trans(ψ2)
– Trans(¬ψ) = ¬Trans(ψ)
– Trans(F(ψ)) = XTrans(ψ)⊤
– Trans(P(ψ)) =YTrans(ψ)⊤

7.2 ReducingTL+[Xφ,Yφ] to TL[F,P]

For anyTL+[Xφ,Yφ] formulaψ, we shall give a bottom-up inductive construction of a
TL[F,P] formulaAt(ψ) such that the theorem below is satisfied.

Theorem 6. For anyψ ∈ TL+[Xφ,Yφ], we can construct TL[F,P] formulas At(ψ) such
that∀w∈ Σ+,
w, i |= At(ψ) iff w, i |= ψ.

Proof. The proof is by induction on the structure ofψ (and φ). Define At(a) = a,
At(⊤) = ⊤ andAt(B(φ1, . . .φm)) = B(At(φ1), . . .At(φm)). It is easy to see thatw, j |=
At(B(φ1, . . .φm)) iff w, j |= B(φ1, . . .φm). Now, we give and prove the reduction for
temporal operators.

At(Xψ1(φ2)) = F[At(ψ1)∧At(φ2)] ∧
¬F[At(ψ1)∧¬At(φ2)∧FAt(φ2))]

At(Yψ1(φ2)) = P[At(ψ1)∧At(φ2)] ∧
¬P[At(ψ1)∧¬At(φ2)∧PAt(φ2))]

Consider the caseφ = Xψ1(φ2). The other case is similar and omitted. Asφ = Xψ1(φ2)
is a recursive ranker formula, the convexity property holdsfor φ andφ2 (but not always
for ψ1). This is depicted in the figure 8. Using convexity, from the figure, the following
property is evident:
w, i |= φ iff
∃ j > i. w, j |= ψ1∧φ2 and 6 ∃ j > i. w, j |= ψ1∧¬φ2∧∃k> j. w,k |= φ2

iff w, i |= F(φ2∧ψ1)∧¬F(ψi ∧¬φ2∧F(φ2))



φ = Xψ1φ2[ ]

w l l l l l l l l l l l
ψ1 ψ1 ψ1 ψ1 ψ1 ψ1

[ ]φ2

Fig. 8: Depicting convexity of recursive rankerφ = Xψ1φ2

Complexity
Consider aTL+[Xφ,Yφ] formulaψ of lengths. We shall analyse the size of the language-

equivalentTL[F,P] formula. From the above construction, we can see that the modal
DAG size of the resultingTL[F,P] formula is linear ins and hence its modal depth is
also linear ins.

Since the translation fromTL[F,P] to po2dfagives an NP-complete satisfiability
procedure forTL[F,P] formulas, the translation fromTL+[Xφ,Yφ] to TL[F,P] gives an
NP-complete satisfiability forTL+[Xφ,Yφ] also.

8 Discussion

The motivation behind this study has been to use the various characterizations to help
us in analyzing and answering some fundamental questions pertaining to this language
class. Logic-automata transformations are important. They not only have practical ap-
plications in the form of model-checking, but also give moreinsight to the structure
within the language class and its properties. Moreover, effective translations between
various logics and automata allow us to calculate size-bounds, succinctness gaps and
decision complexities.

This study of unambiguous languages has also been extended to the language of
factors (see [LPS10]) and to timed words (see [PS10]).
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