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Unsupervised model-free representation learning
Daniil Ryabko

Abstract—Numerous control and learning problems face the
situation where sequences of high-dimensional highly dependent
data are available but no or little feedback is provided to
the learner, which makes any inference rather challenging. To
address this challenge, we formulate the following problem. Given
a series of observations X0, . . . , Xn coming from a large (high-
dimensional) space X , find a representation function f mapping
X to a finite space Y such that the series f(X0), . . . , f(Xn)
preserves as much information as possible about the origi-
nal time-series dependence in X0, . . . , Xn. We show that, for
stationary time series, the function f can be selected as the
one maximizing a certain information criterion that we call
time-series information. Some properties of this functions are
investigated, including its uniqueness and consistency of its
empirical estimates. Implications for the problem of optimal
control are presented.

I. INTRODUCTION

In many learning and control problems one has to deal with

the situation where the input data is high-dimensional and

abundant, but the feedback for the learning algorithm is scarce

or absent. In such situations, finding the right representation

of the data can be the key to solving the problem. The focus of

this work is on problems in which all or a large significant part

of the relevant information is in the time-series dependence of

the process. This is the case in many applications, starting with

such classical ones as speech or hand-written text recognition,

and, more generally, including control and learning problems

in which the input is a stream of sensor data of an agent

interacting with its environment.

Thus, assume first that we are given a stationary sequence

X0, . . . , Xn, . . . where Xi belong to a large (continuous,

high-dimensional) space X . For the moment, assume that the

problem is non-interactive (the control part is introduced later).

We are looking for a representation f(X0), . . . , f(Xn), . . .
where f(Xi) belong to a small, finite space Y . The represen-

tation should be such as to preserve most of the information

about time-series dependence in the original sequence. To

formalize this goal, let us first consider the following “ideal”

situation. There exists a function f : X → Y such that

each random variable Xi is independent of the rest of the

sequence X0, . . . , Xi−1, Xi+1, . . . , Xn, . . . given f(Xi) (for

each i, n ∈ N). That is, all the time-series dependence is in

the sequence (f(Xi))i∈N and, given this sequence, the original

sequence (Xi)i∈N can be considered redundant, in the sense

that Xi are conditionally independent. In this case we say

that (Xi)i∈N are conditionally independent given (f(Xi))i∈N.

Parts of this paper were presented at conferences ISIT’13 and ALT’13; this
paper contains new results and corrections.

We can show that in this “ideal” situation the function f
maximizes the following information criterion

I∞(f) := h(f(X0))−
∞
∑

k=1

wkhk(f(X)), (1)

where hk(f(X)) is the order-k Shannon entropy rate of the

(stationary) time series (f(Xi))i∈N (see, e.g. [1] or the next

section for definitions), and wk are summable real weights:

here we let wk := 1/(k(k+1)). This means that for any other

function g : X → Y we have I∞(f) ≥ I∞(g), with equality

if and only (Xi)i∈N are also conditionally independent given

(g(Xi))i∈N.

This allows us to pass to the non-ideal situation, in which

there is no function f that satisfies the conditional indepen-

dence criterion. Given a set of functions mapping X to Y
consider a function f that maximizes (1). Such a function can

be said to preserve the most of time-series dependence of the

original time series (Xi)i∈N (as opposed to the ideal case,

in which such a function f preserves all of the time-series

dependence).

For a given function f , the quantity (1) can be estimated

empirically. Moreover, one can show that, under certain con-

ditions, it is possible to estimate (1) uniformly over a set F
of functions f : X → Y . Importantly, the estimation can be

carried out without estimating the distribution of the original

time series (Xi)i∈N.

Of particular interest, especially in control problems, is the

case where the time series (Xi)i∈N form a Markov process.

In this case, in the “ideal” situation (when (Xi)i∈N are

conditionally independent given (f(Xi))i∈N) one can show

that the process (f(Xi))i∈N is also Markov, and I∞(f) =
I1(f) := h(f(X0))−h(f(X1)|f(X0)); here h(f(X1)|f(X0))
is the conditional Shannon entropy of f(X1) given f(X0).

Next, assume that at each time step i we are allowed to

take an action Ai, and the next observation Xi+1 depends

not only on X0, . . . , Xi but also on the actions A1, . . . , Ai.

Thus, we are considering the control problem, and the time

series (Xi)i∈N do not have to be stationary any more. In this

situation, the time-series information becomes dependent on

the policy π of the learner, that is, on the way the actions are

chosen. However, we can show that, in the Markov case, under

some mild connectivity conditions, if the ideal representation

function f exists, then to find it it is enough to consider

just one random policy that takes all actions with non-zero

probability. This means that one can find the representation

function f while executing a random policy, without any

feedback from the environment (i.e., without rewards). One

can then use this same representation to solve the target

control problem more easily. Finding a representation function

without access to rewards is especially useful in situations
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where rewards are costly to obtain. For example, one can

imagine situations where the dynamics of the environment can

be simulated, but the rewards cannot.

A. Examples

Next we consider some examples of problems where all or

most of the information one would like to learn is contained

in the time-series dependence.

1) Example 1: type-written text: Let the sequence Xi,

i = 1..N be a type-written text in English. Here each Xi

is the image of a letter printed on a typewriter, and together

the sequence represents a text. The text is readable, so each

image Xi uniquely determines a letter; let f : X → Y be

this mapping, where X is the space of images of letters and

Y is the finite space of all letters of the English language.

Note that Xi are conditionally independent given f(Xi). The

text itself is not i.i.d. nor Markov, but can be thought of as

being stationary. Here it is easy to picture the conditional

distribution of X given f(X): there are |Y| many mutually

singular distributions, each corresponding to a letter on the

typewriter. By pressing, say, the key “A” one generates an

image corresponding to that letter, independently of all other

images of the letter “A” before or after it; the dependence

between this image and the rest of the images in the text

is only via the labels, that is, the dependence is in the text

and not in the images themselves. Thus we have described an

example of the ideal situation formulated above. If instead of

a type-written text we consider a hand-written one, then the

conditional independence assumption does not hold, because

the way one writes a letter depends on the preceding and the

following letters. Thus, we are no longer in the ideal situation;

we can get back to it by considering a larger space Y , for

example that of all words, so that Xi is an image of a hand-

written word and Yi is the word itself. A somewhat middle-

ground formulation in which we are close to the ideal situation

is to consider the space of all pairs or triplets of letters.

2) Example 2: online chess game: A player plays a game of

chess on his computer. After each move, he takes a screenshot

of the part of the screen that contains the board. These screen-

shots constitute the sequence Xi. This is a control problem,

as the player can take actions (chess moves) Ai, to which the

environment reacts (the other player makes moves as well). It

can be assumed to be a (rewardless) Markov decision process

(MDP), meaning that (the next state) Xi+1 only depends on

(the previous state) Xi and action Ai. The function f maps

the space X of screenshots to the finite space Y of all strings

that describe the positions of all the figures on the chess board

(considering some canonical representation of the board). Here

again Xi are conditionally independent given f(Xi). To add

some randomness to the problem (the screenshots may be

thought of as deterministic), one can consider, instead of the

screenshots, photographs of the computer screen. This would

still preserve the conditional independence property. However,

if we consider a physical version of the game, where Xi

are photographs of the physical board, then the conditional

indepedence property breaks (or holds only approximately).

Indeed, the position of each of the figures that does not make

a move remains the same, and as the figure is not placed on

a very precise position on the board, there is some game-

unrelated randomness that is preserved from one move to the

next. Note that if someone does not know anything about the

game of chess, and does not receive any feedback (not even the

binary “lose/win” signal in the end), then there is no way of

knowing that this position information is irrelevant. Since we

are considering the control problem without rewards, this lack

of conditional independence becomes important: we cannot

throw away the time-series information (here, contained in

the position of the figure inside its cell on the board) without

knowing that it is irrelevant for rewards.

B. Prior work

Learning representations, feature learning, model learning,

as well as model and feature selection, are different variants

and different names of the same general problem: making the

data more amenable to learning. From the vast literature avail-

able on these problems we only mention a few that are some-

how related to the approach taken in this work. First, note that

in our “ideal” (conditional independence) case, if we further

assume that (Xi) form a Markov chain, then we get a special

case of Hidden Markov models (HMM) [2], with (unobserved)

f(Xi) being hidden states. Indeed, as it was mentioned, in

this case f(Xi) form a Markov chain (Section IV), and thus

can be considered hidden states; the dependence between Xi

and f(Xi) is deterministic, as opposed to stochastic in HMM,

so we get a special case. Thus, the general case (non-ideal

situation, Xi are not necessarily Markov) can be considered

a generalization of HMMs. A related approach to finding

representations in HMMs is that of [3] (see also [4]). The

setting of [3] can be related to our setting in Sections IV, VI.

Specifically, [3] considers environments generated by HMMs

in which the hidden states are deterministic functions of the

observed variables. The approach of [3] is then to maximize a

penalized likelihood function, where the penalty is for larger

state spaces. Consistency results are obtained for the case

of finite or countably infinite sets of maps (representation

functions), which are given by so-called finite-state machines

of bounded memory one of which is the true environment.

From a different perspective, if Xi are independent and

identically distributed and, instead of the time-series depen-

dence (which, of course, is absent in this case), we want to

preserve as much as possible of the information about another

sequence of variables (labels) Y1, . . . , Yn, then one can arrive

at the information bottleneck method [5]. The information

bottleneck method can, in turn, be seen as a generalization of

the rate-distortion theory of Shannon [6]. While the classical

formulation of the information bottleneck method deals with

i.i.d. data, the concept had been applied to dependent data

as well. Thus, applied to dynamical systems, the information

bottleneck method can be formulated [7] as follows: minimize

I(past; representation) − βI(representation; future), where β
is a parameter. A related idea is that of causal states [8]:

two histories belong to the same causal state if and only if

they give the same conditional distribution over futures. What

distinguishes the approach of this work from those described
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is that we never have to consider the probability distribution

of the input time series Xi directly — only through the

distribution of the representations f(Xi). Thus, modelling or

estimating Xi is not required; this is particularly important for

empirical estimates.

For the control problem, to relate the proposed approach to

others, first observe that in the case of an MDP, in the “ideal”

scenario, that is, in the case when there exists a function

f : X → Y such that (Xi)i∈N are conditionally independent

given (f(Xi))i∈N, then for any states x, x′ ∈ X for which

f(x) = f(x′) all the transition probabilities are the same.

In other words, states x, x′ ∈ X for which f(x) = f(x′)
are equivalent in a very strong sense, and the function f
can be viewed as state aggregation. Generalizations of this

equivalence and aggregation (in the presence of rewards or

costs) are studied in the bisimulation and homomorphism

literature [9], [10], [11], [12]. The main difference of our

approach (besides the absence of rewards) is in the treatment

of approximate (non-ideal) cases and in the way we propose to

find the representation (aggregation) functions. In bisimulation

this is approached via a metric on the state space defined using

a distance between the transition (and reward) probability

distributions, which then has to be estimated [10], [11].

In our approach, all that has to be estimated concerns the

representations f(X), rather than the observations (states) X
themselves.

In the context of reinforcement learning with rewards, a

related problem is that of finding a (concise) representation of

the input space such that the resulting process on representa-

tions is Markovian [13], [14].

It should also be noted that the conditional independence

property has been previously studied in a different context

(classification) in [15]. The latter work shows that if the objects

(Xi)i∈N are conditionally independent given the labels (Yi)i∈N

then, effectively, one can use classification methods developed

to work under the assumption of i.i.d. object-label pairs. Thus,

if one is given some examples of object-label pairs (X, f(X)),
then one can use both classification methods and time-series

information to learn the function f . In other words, [15] shows

that time-series information does not hurt: the methods proven

to work only when there is none (i.i.d. object-label pairs) are,

in fact, applicable to a wider range of situations. On the other

hand, the results of the present work show that time-series

information can be very useful, even when no object-label

examples are given.

C. Organization

The rest of the paper is organized as follows. Section II in-

troduces some notation and definitions. Section III introduces

the model and gives the main results concerning representation

functions for stationary time series. Section IV considers the

special case of (stationary) Markov chains; Section V presents

results on uniform empirical approximation of time-series

information. Finally, Section VI extends the model and results

to the control problem. Some longer proofs are deferred to the

Appendix.

II. PRELIMINARIES

Let (X ,FX ) and (Y,FY) be probability spaces. Here we

assume that Y is finite; extensions to infinite spaces Y are

left for future work. The idea is that Y , as a representation

space, should be “smaller” than X , which, in turn, is thought

of as “large” (e.g. high-dimensional Euclidean space). The

space (X ,FX ) is assumed to be such that extensions to time-

series distributions and regular conditional probabilities are

well-defined. A sufficient condition for this is that (X ,FX )
possesses a standard basis, e.g., is a Polish space [16]. When

speaking about conditional probability distributions, for ran-

dom variables X and Y the notation PX|Y (X |Y ) refers to

a regular conditional probability measure (e.g., [16, Section

5.8]). The equality of any such two conditional probabilities

is always understood in the almost-sure sense, that is, for

almost all values of the random variables under the condition.

Moreover, we shall omit the subscript in the expressions like

PX|Y (X |Y ), i.e. simply use P (X |Y ), somewhat abusing the

notation which may also refer to the probability of taking

certain value, as in P (X = x); however, the distinction will

be clear from the context.

The upper-case letters, such as X,Y, etc. are reserved for

random variables, while the lower-case letters x, y, etc. for

their realisations.

Time-series (or process) distributions are probability mea-

sures on the space (XN,FN) of one-way infinite sequences

(where FN is the Borel sigma-algebra of XN). We use the ab-

breviation X0..k for X0, . . . , Xk. A distribution ρ is stationary

if ρ(X0..k ∈ A) = ρ(Xn..n+k ∈ A) for all A ∈ FX k , k, n ∈ N

(with FX k being the sigma-algebra of X k).

A stationary distribution on XN can be uniquely ex-

tended to a distribution on X Z (that is, to a time series

. . . , X−1, X0, X1, . . . ); we will assume such an extension

whenever necessary.

The following notation is used for entropies and informa-

tion; see, e.g., [1] for a thorough exposition. For a discrete

random variable Z denote h(Z) its Shannon entropy h(Z) :=
−∑z P (Z = z) logP (Z = z) = −E logP (Z) where

0 log 0 := 0. For a pair of random variables Z1, Z2, their joint

entropy is simply h(Z1, Z2) := −∑z1,z2
P (Z1 = z1, Z2 =

z2) logP (Z1 = z1, Z2 = z2) and the conditional entropy is

defined as h(Z2|Z1) := −∑z1
P (Z1 = z1)

∑

z2
P (Z2 =

z2|Z1 = z1) logP (Z2 = z2|Z1 = z1) = −E logP (Z2|Z1).
We use the notation h0(f) for the entropy of f(X0)

h0(f) := h(f(X0)), (2)

and hk(f) for the k-order entropy rate of (f(Xi))i∈N

hk(f) := h(f(Xk)|f(X0), . . . , f(Xk−1)). (3)

For stationary time series (f(Xi))i∈N the (limit) entropy rate,

which always exists (see, e.g.,[1]) is defined as

h∞(f) := lim
k→∞

hk(f).

For random variables Y1, Y2, the mutual information I(Y1;Y2)
is defined as I(Y1;Y2) := h(Y1) − h(Y1|Y2). For stationary

time series Y1, Y2, . . . we have, by stationarity, the following
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simple identity which is used often in this text:

I(Y1;Y2) = h(Y2)− h(Y1|Y2).

III. TIME-SERIES INFORMATION FOR STATIONARY

DISTRIBUTIONS

This section describes the main results concerning represen-

tation functions for stationary time series. We first introduce

the “ideal” situation in which (Xi)i∈N are conditionally inde-

pendent given (f(Xi))i∈N for some function f : X → Y , and

define time-series information. We then show that under this

condition the function f maximizes time-series information.

Definition 1 (conditional independence given labels). We say

that (Xi)i∈N are conditionally independent given (f(Xi))i∈N,

if for all n, k, and all i1, . . . , ik 6= n, Xn is independent of

Xi1 , . . . , Xik given f(Xn):

P (Xn|f(Xn), Xi1 , . . . , Xik) = P (Xn|f(Xn)) a.s. (4)

One can think of f(Xi) as a sequence of representations:

these representations preserve all the information about time-

series dependence that is present in the original sequence

(Xi)i∈N: indeed, the latter variables become independent given

the representations.

The following simple implications of Definition 1 will be

used repeatedly in the proofs.

Lemma 1. Assume that (Xi)i∈N are conditionally independent

given (f(Xi))i∈N, and let gi, g
′
j (i, j ∈ N) be any (measur-

able) functions from X to Y . Then, for all different values of

the indices, we have

P (Xi1 , . . . , Xik |Xj1 , . . . , Xjm , gl(Xl))

= P (Xi1 , . . . , Xik |f(Xj1), . . . , f(Xjm), gl(Xl)) a.s. (5a)

P (Xi1 , . . . , Xik |Xj1 , f(Xj1), . . . , Xjm , f(Xjm), gl(Xl))

= P (Xi1 , . . . , Xik |f(Xj1), . . . , f(Xjm), gl(Xl)) a.s., (5b)

h(g′1(Xi1), . . . , g
′
k(Xik)

|g1(Xj1), f(Xj1), . . . , gm(Xjm), f(Xjm), gl(Xl)) =

h(g′1(Xi1), . . . , g
′
k(Xik)|f(Xj1), . . . , f(Xjm), gl(Xl)) a.s.,

(5c)

h(g′1(Xi1), . . . , g
′
k(Xik)|f(Xj1), . . . , f(Xjm), gl(Xl))

≤ h(g′1(Xi1), . . . , g
′
k(Xik)

|g1(Xj1), . . . , gm(Xjm), gl(Xl)) a.s., (5d)

I(g′1(Xi1), . . . , g
′
k(Xik);

g1(Xj1), f(Xj1), . . . , gm(Xjm), f(Xjm), gl(Xl)) =

I(g′1(Xi1), . . . , g
′
k(Xik); f(Xj1), . . . , f(Xjm), gl(Xl)) a.s.,

(5e)

I(g′1(Xi1), . . . , g
′
k(Xik); f(Xj1), . . . , f(Xjm), gl(Xl))

≥ I(g′1(Xi1), . . . , g
′
k(Xik);

g1(Xj1), . . . , gm(Xjm), gl(Xl)) a.s. (5f)

Proof. The first statement is simply the symmetry of condi-

tional independence. We show it for one index on each side,

as the general case is analogous: the extra random variables

(including gl(Xl) in the condition) are pure spectators. Ap-

plying the Bayes formula and the conditional independence,

w.p. 1 we have the following chain of equalities for conditional

distributions:

P (Xi|Xj) = P (Xi|Xj , f(Xj))

=
P (Xj |Xi, f(Xj))P (Xi, f(Xj))

P (Xj , f(Xj))

=
P (Xj |f(Xj))P (Xi, f(Xj))

P (Xj |f(Xj))P (f(Xj))
= P (Xi|f(Xj)).

For the rest of the statements, we have

(5a)⇒(5b)⇒(5c)⇒(5d); (5c) ⇒(5e); (5d) ⇒(5f).

One can show that a function f which gives the property

of conditional independence, if it exists, is unique up to

permutations and up to 0-probability sets, provided Y is the

smallest set for which such a function exists.

Definition 2 (Minimal representation set). We say that Y =
{1, . . . ,K} is the minimal representation set if there exists

a function f : X → Y such that (Xi)i∈N are conditionally

independent given (f(Xi))i∈N, and for every K ′ < K there

is no function f : X → Y ′ := {1, . . . ,K ′} such that (Xi)i∈N

are conditionally independent given (f(Xi))i∈N.

Proposition 1 (Uniqueness of representation). Let Y be

the minimal representation set and let f, g : X → Y be

such that (Xi)i∈N are conditionally independent given either

(f(Xi))i∈N or (g(Xi))i∈N. Then there exists a permutation

π : Y → Y such that f(Xi) = π(g(Xi)) a.s.

Proof. Here it will be convenient for us to reverse the order

of random variables in the definition of conditional indepen-

dence, which we can do since independence is symmetric:

P (Xi1 , . . . , Xik |f(Xn), Xn) = P (Xi1 , . . . , Xik |f(Xn)) a.s.,

and likewise for g (see (5b)).

Let X\i denote the random variables (Xt)t∈N,t6=i. Ob-

serve that, if the distributions P (X\i|f(Xi) = a) and

P (X\i|f(Xi) = b) coincide for some values a, b ∈ Y for

all i and the conditions have non-zero probability at least for

some i, then we must have a = b, since otherwise Y would

not be the minimal representation set (we could merge a and

b). The same holds for the function g. Likewise, for every

a ∈ Y we must have P (f(Xi) = a) > 0 at least for some i
(since otherwise we could merge a with an arbitrary letter),

and similarly for g.

Therefore, to prove the proposition, it is enough to show that

for every a ∈ Y there exists b ∈ Y such that P (X\i|f(Xi) =
a) = P (X\i|g(Xi) = b) for all i ∈ N for which the condition

has non-zero probability simultaneously; this relation would

establish the required permutation π. To do so, consider

a, b ∈ Y and A = f−1(a), B = g−1(b). Note that for any

measurable T ⊂ X k and any different values of the indexes

i, j1, . . . , jk, conditional independence implies, via (5b), that

P ((Xj1 , . . . , Xjk) ∈ T |Xi = s, f(Xi) = a) is a.s. constant

in s. Similarly, P ((Xj1 , . . . , Xjk) ∈ T |Xi = s, g(Xi) = b) is
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a.s. constant in s. If P (Xi ∈ A ∩ B) > 0 for some i ∈ N

then these constants should coincide, which means that the

distributions P (X\i|f(Xi) = a) and P (X\i|g(Xi) = b) are

a.s. equal. This implies the statement.

The main quantity of interest is I∞(f), which is a formal-

ization of the notion of time-series information. It quantifies

the amount of time-series dependence in the series (Xi)i∈N.

Definition 3. For a time series f(X0), . . . , f(Xn), . . . , define

its kth order time-series information as

Ik(f) := h0(f)− hk(f) (6)

and its time-series information as

I∞(f) :=

∞
∑

k=1

wkIk(f) = h0(f)−
∞
∑

k=1

wkhk(f), (7)

where we set wk := 1/(k(k + 1)) (however, any positive

weights that sum to 1 may be chosen).

For stationary time series, from this definition we immedi-

ately obtain the following identity

Ik(f) = I(f(Xk); f(X1), . . . , f(Xk−1)). (8)

The following theorem is the main result concerning repre-

sentations of stationary time series.

Theorem 1. Let (Xi)i∈N be a stationary time series, and

let f : X → Y be such that (Xi)i∈N are conditionally

independent given (f(Xi))i∈N. Then for any g : X → Y we

have I∞(f) ≥ I∞(g), with equality if and only if (Xi)i∈N are

conditionally independent given (g(Xi))i∈N.

The proof is deferred to the appendix.

Thus, given a set F of representation functions f : X → Y ,

the function that is “closest” to satisfying the conditional

independence property given in Definition 1 can be defined

as the one that maximizes (7). If the set F is finite and the

time series (Xi)i∈N are stationary, then it is possible to find the

function that maximizes (7) given a large enough sample of the

time series, without knowing anything about its distribution.

Indeed, it suffices to have a consistent estimator for the entropy

hk(f), which can be estimated simply using empirical plug-in

estimates. In practice it is clearly not necessary to compute

the infinite sum in (7), but only as many summands as is

computationally feasible and statistically meaningful; comput-

ing l = O(log n) summands (where n is the length of the

time-series available) seems reasonable in view of obtaining

consistent frequency estimates: using the definition of the

weights wk = 1/(k(k+1)) we can upper-bond the error from

not computing the rest of the summands by O(log(|Y|/(l+1)).

A. Alternative formulations

Theorem 1 can be formulated in a slightly different way

without making reference to I∞ but only to Ik. Such an

alternative formulation makes clearer the role of Ik and

avoids the use of (rather arbitrary) parameters (wk)k∈N in

the definition of I∞ (Definition 3). At the same time, it does

not yield a specific function to optimize in order to find the

representation f .

Theorem (alternative formulation of Theorem 1). Let (Xi)i∈N

be a stationary time series, and let f : X → Y be such

that (Xi)i∈N are conditionally independent given (f(Xi))i∈N.

Then for any g : X → Y and all k ∈ N we have Ik(f) ≥
Ik(g), where the inequality is strict for at least some k unless

(Xi)i∈N are conditionally independent given (g(Xi))i∈N.

The proof of Theorem 1 (given in the appendix) carries over

to this formulation essentially unchanged.

An alternative way of defining I∞, which appears attractive,

is to replace the sum
∑∞

k=1 wkhk(f) in (7) by the limit

h∞(f), that is, defining

Ilim(f) := h0(f)− h∞(f).

This quantity is appealing since it avoids using the weights

wk. However, a problem arises with that, unlike for I∞, the

inequalities Ik(f) < Ik(g) for all k cannot be used to conclude

directly that Ilim(f) < Ilim(g). This means that one cannot

obtain an analogue of Theorem 1 for Ilim in the same way.

IV. TIME-SERIES INFORMATION FOR MARKOV CHAINS

For the control problem, a special role is played by Markov

environments; we first look at the simplifications gained by

making this assumption in the stationary case, before consid-

ering the control problem itself in the following.

If the series (Xi)i∈N form a stationary Markov process then

the situation simplifies considerably. First of all, if (Xi)i∈N are

conditionally independent given (f(Xi))i∈N then (f(Xi))i∈N

also form a stationary Markov chain. Moreover, to find the

function that maximizes the time-series information (1) it is

enough to find the function that maximizes a simpler quantity

I1(f) = I(f(X0); f(X1)), as the following theorem shows.

Theorem 2. Suppose that Xi form a stationary Markov

process and (Xi)i∈N are conditionally independent given

(f(Xi))i∈N. Then

(i) (f(Xi))i∈N also form a stationary Markov chain.

(ii) In this case I∞(f) is the mutual information between

f(X0) and f(X1):

I∞(f) = I1(f) = I(f(X0); f(X1)), (9)

and for any g : X → Y we have I1(f) ≥ I1(g)
with equality if and only if (Xi)i∈N are conditionally

independent given (g(Xi))i∈N.

Proof. We use the notation Yi := f(Xi). For the first state-

ment, observe that

P (Yn+1|Y1 . . . , Yn) = P (Yn+1|Y1, X1, . . . , Yn, Xn)

= P (Yn+1|Yn, Xn) = P (Yn+1|Yn), (10)

where we have used successively (5b), the Markov property for

(Xi)i∈N and again (5b). This establishes the Markov property

for the process (Yi)i∈N; its stationarity follows from that of

(Xi)i∈N.

For the second statement, first note that hk = h1, k ≥ 1
for Markov chains, implying (9). Next, for any g : X → Y
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the process g(Xi) is stationary, which implies hk(g(X)) ≤
h1(g(X)), k ≥ 1. Thus, using Theorem 1, we obtain

I1(f) = I∞(f) ≥ I∞(g) ≥ h0(g)− h1(g) = I1(g).

The statement about the case I1(f) = I1(g) also follows from

Theorem 1.

V. UNIFORM APPROXIMATION

Given an infinite (possibly uncountable) set F of functions

f : X → Y , we want to find a function that maximizes

I∞(f). Here we first consider the problem of approximating

Ik(f), and then, based on this, proceed with the problem of

approximating I∞(f).

Since we do not know Ik(f), we can select a function

that maximizes the empirical estimate Îk(f). The question

arises, under what conditions is this procedure consistent?

The requirements we impose to obtain consistency of this

procedure are of the following two types: first, the set F should

be sufficiently small, and, second, the time series (Xi)i∈N

should be such that uniform (over F ) convergence guarantees

can be established. Here the first condition is formalized in

terms of VC dimension, and the second in terms of mixing

times. We show that, under these conditions, the empirical

estimator is indeed consistent and learning-theory-style finite-

sample performance guarantees can be established.

Definition 4 (Estimators). For a function f : X → Y and a

sample X1, . . . , Xn define the following estimators: p̂f (y) :=
1
n

∑n
i=1 I(f(Xi) = y), and analogously for p̂f (y1, . . . , yk),

the multivariate entropies and mutual informations Îk, the

latter with plug-in estimator p̂ for p. The dependence on n
is left implicit.

Definition 5 (β-mixing coefficients, e.g.,[17]). For a process

distribution ρ define the mixing coefficients

β(ρ, k) := sup
A∈σ(X−∞..0),
B∈σ(Xk..∞)

|ρ(A ∩B)− ρ(A)ρ(B)|

where σ(..) denotes the sigma-algebra of the random variables

in brackets.

When the limit limk→∞ β(ρ, k) is 0, the process ρ is

sometimes called absolutely regular; this condition is much

stronger than ergodicity, but is much weaker than the i.i.d.

assumption.

For a set of indicator functions F from X to {0, 1} the

symbol S(F , n) is used for the n-th shatter coefficient of the

set F :

S(F , n) := max
{x1,...,xn}⊂X

#
{

{i : C(xi) = 1} : C ∈ F
}

,

that is, the maximal number of different subsets of n points

that can be picked out by the set of indicator functions F . The

Vapnik-Chervonenkis (VC) dimension of a set F is defined as

the maximal integer d such that S(F) = 2d; see [18], [19].

The general tool that we use to obtain performance guaran-

tees in this section is the following bound that can be obtained

from [20, Theorem 3]. Let F be a set of VC dimension d

(interpreted as a set of binary functions) and let ρ be a

stationary distribution. Then

qn(ρ,F , ε) := ρ
(

sup
g∈F

| 1
n

n
∑

i=1

g(Xi)− Eρg(X1)| > ε
)

≤ nβ(ρ, tn) + 8td+1
n e−lnε

2/8, (11)

where tn is a parameter and ln := n/tn . The parameters tn
should be set according to the values of β in order to optimize

the bound.

Furthermore, assume geometric β-mixing distributions, that

is, β(ρ, t) ≤ γt for some γ < 1. Letting ln = tn =
√
n the

bound (11) becomes

qn(ρ,F , ε) ≤ nγ
√
n + 8n(d+1)/2e−

√
nε2/8 =: ∆(d, ε, n, γ).

(12)

Geometric β-mixing properties can be demonstrated for

large classes of (k-order) (PO)MDPs [21], and for many other

distributions.

The VC-dimension and the bounds (11), (12) above concern

sets F of binary-valued functions. In order to reduce the case

of non-binary spaces Y to the binary case, we will consider

the indicator functions I{x∈X :g(x)=y} : X → {0, 1} that, for

each g and each given y, take the value 0 on x if g(x) 6= y
and 1 otherwise.

Theorem 3. Let the time series (Xi)i∈N be generated by a

stationary distribution ρ whose β-mixing coefficients satisfy

β(ρ, t) ≤ γt for some γ < 1. Let F be a set of functions

f : X → Y such that for each y ∈ Y the VC dimension of the

set {I{x∈X :g(x)=y} : g ∈ F} is not greater than d. Then

P (sup
g∈F

|Îk(g)− Ik(g)| > ε)

≤ 2|Y|k+1∆(7kd,min{ε/(6(k + 1)|Y|k+1 log |Y|),
h−1(ε/(6|Y|k+1))}, n− k, γ), (13)

where h−1 stands for the inverse of the binary entropy (and

is of order h−1(ε) ∼ ε/ log(1/ε)).

The proof is deferred to the Appendix.

We proceed to construct an estimator of I∞(g) which is

uniformly consistent over a set F of functions g, provided

the time series satisfies mixing conditions. To this end, denote

δk(n, ε) the right-hand side of (13). Assuming some mono-

tonically non-decreasing sequence of integers kn, define

Î∞(g) :=

kn
∑

k=1

wk Îk(g). (14)

Observe that for each fixed k ∈ N, δk(n, ε) decreases

exponentially fast with
√
n. Therefore, it is possible to find

a non-decreasing sequence kn : n ∈ N such that δkn
(n, ε)

decreases as exp−Ω(
√
n) with n (up to polynomial factors),

while kn → ∞; for example, one can take kn := logn.

Theorem 4. Under the conditions of Theorem 3, we have, with

the choice of kn with the asymptotic behaviour as described
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(e.g., kn = logn),

P (sup
g∈F

|Î∞(g)− I∞(g)| > ε) ≤ knδkn
(n, ε/2), (15)

provided n is large enough to satisfy
∑

i>kn
wi < ε/2. In this

case,

sup
g∈F

|Î∞(g)− I∞(g)| → 0 a.s.

Proof. The first statement follows from Theorem 3 by using

the condition
∑

i>kn
wi < ε/2 and the union bound:

P

(

sup
g∈F

|Î∞(g)− I∞(g)| > ε

)

≤ P

(

sup
g∈F

kn
∑

i=1

wi|Îi − Ii(g)| > ε/2

)

≤
kn
∑

i=1

P

(

sup
g∈F

|Îi − Ii(g)| > ε/2

)

≤ knδkn
(n, ε/2).

The second statement follows from the first, using a se-

quence of ε slowly decreasing with n and the Borel-Cantelli

lemma.

VI. THE ACTIVE CASE: MDPS WITHOUT REWARDS

In this section we introduce learner’s actions into the

protocol. The setting is a sequential interaction between a

learner and an environment. Given are a space of observations

X and a space of actions A, where A is assumed finite. At

each time step i ∈ N the environment provides an observation

Xi, the learner takes an action Ai, then the next observation

Xi+1 is provided, and so on. Each next observation Xi+1 is

generated according to some (unknown) probability distribu-

tion P (Xi+1|X0, A0, . . . , Xi, Ai). Actions are generated by a

probability distribution π that is called a policy; in general, it

has the form π(Ai+1|X0, A0, . . . , Xi, Ai, Xi+1), for all i ∈ N.

Note that we do not introduce costs or rewards into consid-

eration. Thus, we are dealing with an unsupervised version of

the common reinforcement-learning problem; the goal is just

to find a concise representation that preserves the dynamics of

the process.

The focus in this section is on time-homogeneous Markov

environments, that is, on Markov Decision Processes (MDPs)

without rewards. Thus, we assume that Xi+1 only depends on

Xi and Ai, and this dependence is constant in i. This means

that P can be identified with a function p from X ×A to the

space P(X ) of probability distributions on X

P (Xi+1 ∈ T |X0, A0, . . . , Xi−1, Ai−1, Xi = x,Ai = a)

= px,a(Xi+1 ∈ T ) a.s. (16)

for all T ∈ FX . When x, a are random, e.g., X0, A0, we will

use the notation p(X1|X0, A0) for pX0,A0
(X1), in order to

make explicit the “time” order of the variables in the sequence

X0, A0, X1, A1, . . . . The notation is justified if we return back

to (16) to see that it corresponds to P (X1|X0, A0).
In the Markov case, the observations Xi are called states

and the function p the transition probability function.

A policy is called stationary if each action only depends on

the current state; that is, π(Ai+1|X0, A0, . . . , Xi, Ai, Xi+1 =
x) = π(Ai+1|x) where, for each x ∈ X , π(·|x) is a

distribution over A.

Definition 6 (Admissible MDPs, P π,Eπ, Iπk , etc.). Call an

MDP admissible if any stationary policy π has a (unique up

to sets of measure 0) stationary distribution over states. Denote

(any) such distribution P π. Moreover, the notation E
π, hπ, Iπk ,

etc. refers to the stationary distribution of the policy π. In

particular, with this notation

Iπ(f(X0), A0; f(X1), A1)

= h(f(X0), A0)− h(f(X1), A1|f(X0), A0)

where the actions Ai are distributed according to π and

h(f(X0), A0) (respectively, h(f(X1), A1|f(X0), A0)) is the

(conditional) entropy of the pair.

Thus, for an MDP with transition function p and a stationary

policy, the following decomposition holds true:

P π(X0, A0, . . . , Xn, An)

= P π(X0)π(A0|X0)

n
∏

i=1

p(Xi|Xi−1, Ai−1)π(Ai|Xi). (17)

Definition 7 (conditional independence, active case). For a

policy π, an environment P and a measurable function f
we say that (Xi)i∈N are conditionally independent given

(f(Xi))i∈N under the policy π if

P π(Xn|f(Xn), An, Xi1 , Ai1 , . . . , Xik , Aik)

= P π(Xn|f(Xn)) a.s. (18)

for all n, k ∈ N, and all i1, . . . , ik ∈ N such that ij 6= n,

j = 1..k.

This definition implies that the actions of the policy π
depend on Xn only through the representations f(Xn); in

other words, the policy “knows” the representation.

Lemma 2. For an admissible MDP P , a stationary policy π
and a representation function f , if Xi, i ∈ N are conditionally

independent given f(Xi), i ∈ N for the policy π, then

π(Ai|Xi) = π(Ai|f(Xi)) a.s. and

p(Xi+1|Xi, Ai) = p(Xi+1|f(Xi), Ai) a.s.; (19)

in other words, the policy π as a function π(·|x) from x ∈ X
to distributions over A applied to Xi is σ(f(Xi))-measurable,

and the function px,a(·) applied to (Xi, Ai) is σ((f(Xi), Ai))-
measurable, where σ() stands for the σ-algebra generated by

the random variable in brackets.

Moreover, Xi, i ∈ N are conditionally independent given

f(Xi), i ∈ N for the policy π if and only if, for all n ∈ N,

there exist probability distributions qa, a ∈ Y over (X ,FX )
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such that the following decomposition holds true

P π(X0, A0, . . . , Xn, An)

= P π(f(X0))qf(X0)(X0)π(A0|f(X0))

×
n
∏

i=1

p(f(Xi)|f(Xi−1), Ai−1)qf(Xi)(Xi)π(Ai|f(Xi))

(20)

Proof. The first statement follows from the symmetry of

conditional independence; its derivation is analogous to that

of (5a) in Lemma 1.

For the second statement, to show the “only if” part

(assuming conditional independence), note that

P (Xi+1|f(Xi), Ai)

= P (f(Xi+1)|f(Xi), Ai)P (Xi+1|f(Xi+1), f(Xi), Ai))

= P (f(Xi+1)|f(Xi), Ai)P (Xi+1|f(Xi+1)) a.s., (21)

where we have used conditional independence in the last

equation. By stationarity, the last term is constant in i, so we

can introduce qa(T ) := P (X0 ∈ T |f(X0) = a) for T ∈ FX ,

a ∈ A. Now the statement follows from (17) and the first

statement.

Conversely, assume that (17) holds, and let us show that

Xi are conditionally independent given f(Xi), i ∈ N. The

equality

P π(X1|f(X1), X0, A0, A1, X2, A2) = P π(X1|f(X1)) a.s.

(22)

follows by expanding the conditional distribution and apply-

ing (20). The general case of (18) reduces to this because of

stationarity and the Markov property.

Observe that if, for a stationary policy π, Xi are con-

ditionally independent given f(Xi), then for the stationary

time series (Xi, Ai)i∈N we can say that (Xi, Ai)i∈N are

conditionally independent given (f(Xi), Ai), i ∈ N. This

means that one can apply Theorem 2 to these series. The result

is the following statement, in which the function maximized

by the function f is somewhat simplified due to the additional

conditional independence properties coming from (20).

Corollary 1. For an admissible MDP P , a stationary policy

π and a function f : X → Y , if (Xi)i∈N are conditionally

independent given (f(Xi))i∈N under the policy π, then:

(i) (f(Xi))i∈N also form a stationary MDP (without re-

wards) with the policy π,

(ii) the function f maximizes the following quantity

aIπ1 (f) := Iπ(f(X1); f(X0), A0), (23)

that is, for any g : X → Y we have aIπ1 (f) ≥ aIπ1 (g)
with equality if and only if (Xi)i∈N are conditionally

independent given (g(Xi))i∈N.

Proof. The first statement follows from the first statement of

Theorem 2 (applied to the time series (Xi, Ai), i ∈ N). For the

second statement, note that from the second statement of The-

orem 2 we have that f maximizes Iπ1 (g(X0), A0; g(X1), A1),

with equality

Iπ(g(X0), A0; g(X1), A1) = Iπ(f(X0), A0; f(X1), A1)

reached for a function g if and only if ((Xi)i∈N, Ai) are con-

ditionally independent given ((g(Xi), Ai)i∈N under policy π.

Moreover,

Iπ(f(X0), A0; f(X1), A1)

= h(f(X0), A0)− h(f(X1), A1|f(X0), A0)

= h(f(X0)) + h(A0|f(X0))

− h(f(X1)|f(X0), A0)− h(A1|f(X1), f(X0), A0)

= h(f(X0)) + h(A0|f(X0))

− h(f(X1)|f(X0), A0)− h(A1|f(X1))

= h(f(X1))− h(f(X1)|f(X0), A0)

= aIπ1 (f), (24)

where the first equality is by definition and stationarity, the

second is the chain rule for entropy, the third follows from (19)

(cf. (5c)), the fourth by stationarity and the last equality is by

Definition (23).

Furthermore, for any other function g : X → Y ,

note that the third equality in (24) becomes inequality (≥),

since h(A1|g(X1), g(X0), A0) ≤ h(A1|g(X1)). The statement

about the equality aIπ1 (f) =
aIπ1 (g) follows from the corre-

sponding statement in Theorem 2.

Thus, in the ideal situation, when there exists a function

f such that (Xi)i∈N are conditionally independent given

(f(Xi))i∈N, there is a (finite) hidden state space Y and the

transitions depend only on the hidden state. The hidden states

yi ∈ Y are connected to the observable states xi ∈ X via

the representation function f . The question is how to find

this function f . The problem is that the policy (or rather, one

of the policies) with which the conditional independence is

achieved has to depend on Xi only through f(Xi), which we

do not know. To avoid this problem, we can simply use a

policy that does not depend on anything, i.e. a random policy.

The resulting process is stationary, and we already know how

to find the representation function for a stationary process.

What remains to show is that the representation function does

not depend on the policy, so the representation function that

we would find executing a random policy is the same one we

are looking for.

Definition 8 (Random policies, connected MDPs). Call a

stationary policy π random if π(a|x) does not depend on x
and π(a) > α > 0 for every a ∈ A.

Furthermore, call an admissible MDP (weakly) connected

if there exists a stationary policy π such that (equivalently:

for every random policy π) for any other stationary policy π′

we have P π ≫ P π′

, that is, for any measurable S ⊂ X ×A,

P π′

(X0 ∈ S) > 0 implies P π(X0 ∈ S) > 0. In such a case,

the policy π is called exploring.

For discrete MDPs this definition coincides with the usual

definition of weak connectedness (for any pair of states s1, s2
there is a policy that gets from s1 to s2 in a finite number of

steps with non-zero probability).
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Proposition 2. Fix an admissible MDP and a random policy

π0. If, for some exploring policy π and a representation

function f , Xi are conditionally independent given f(Xi) with

the policy π, then also Xi are conditionally independent given

f(Xi) with the policy π0.

Proof. For the random policy π0, we obtain

P π0(X0, A0, . . . , Xn, An)

= P π0(X0)π(A0|X0)

n
∏

i=1

p(Xi|Xi−1, Ai−1)π(Ai|Xi)

= P π0(X0)π0(A0)

n
∏

i=1

p(Xi|Xi−1, Ai−1)π0(Ai) a.s. (25)

where the first equality is from (17) and the second uses the

independence of actions under π0. Moreover, under the policy

π we have from (19)

p(Xi+1|Xi, Ai) = qf(Xi+1)(Xi+1)p(f(Xi+1|f(Xi), Ai) a.s.

(26)

Note, however, that the transition function p in the last

equation does not depend on the policy, that is, it is the same

for π and π0. The only thing that depends on the policy is the

“almost sure” assertion in the end. In (26) it is with respect to

the policy π and, to continue (25) we need it with respect to

π0. However, since the policy π is exploring, the distribution

P π dominates P π0 (by definition), so that (26) holds a.s. with

respect to π0 as well. Therefore, we can continue (25) to obtain

P π0(X0, A0, . . . , Xn, An)

= P π0(X0)π0(A0)

n
∏

i=1

p(Xi|f(Xi−1), Ai−1)π0(Ai)

= P π0(f(X0))qf(X0)(X0)π0(A0)
n
∏

i=1

p(f(Xi)|f(Xi−1), Ai−1)qf(Xi)(Xi)π0(Ai), (27)

which has the form (20) for π0. It remains to apply Lemma 2

(second statement) to conclude that Xi are conditionally

independent given f(Xi), i ∈ N under π0.

Corollary 2. Fix an admissible weakly connected MDP P
and a random policy π0. Suppose that there are no redundant

actions in the set A, i.e. there are no two actions a1, a2 such

that the distributions px,a1
(), px,a2

() are the same for almost

all x ∈ X . Furthermore, assume that there exists an exploring

policy π and a function f such that Xi are conditionally

independent given f(Xi) under the policy π, and Y is the

minimal representation set. Then f = argminf
aIπ0

1 (f), that

is, the representation that minimizes aI for the random policy

π0 is the same as the one for π, and such function f is unique

(up to a change of notation).

Proof. By Proposition 2, Xi are conditionally independent

given f(Xi) under the random policy π0. Therefore, we can

say the same for the stationary time series (Xi, Ai): they

are conditionally independent given (f(Xi), Ai). Since Y is

the minimal representation set and no actions are redundant,

Y is also the minimal representation set for (Xi, Ai) under

π0. Therefore, the representation function f is unique up to

permutations. Since this holds for both policies π and π0, the

statement follows.

Thus, we get the following recipe for finding a representa-

tion for an MDP: minimize aIπ0(f) while executing a random

policy π0. If there is a representation function f such that Xi

are conditionally independent given f(Xi) with that function

under some exploring policy π, then this is the function we will

find executing the random policy π0; an additional requirement

that we have to impose for this to hold is that no actions are

redundant.

Note that the requirement that the policy π, for which con-

ditional independence holds, is exploring, may appear rather

strong, but it is necessary. Indeed, otherwise, there may be

some parts of the space X on which conditional independence

does not hold (for any representation function), but the random

policy will take us there. However, this condition is actually

not that strong, since we only require that such an exploratory

policy exists; it is not a requirement on an “optimal” policy,

since there are no rewards in this setting.

VII. DISCUSSION AND DIRECTIONS FOR FUTURE WORK

The big question addressed in this work is: what makes for

a good representation function? This question is very general

and rather challenging, and, to the author’s knowledge, is

a new one in the context of dependent processes. We have

argued that a good measure of the quality of a representation

function is the time-series information. The main argument for

this is that, in the “ideal” situation, the representation function

that gives conditional independence maximizes time-series

information. The next question is how to find a representation

function that maximizes this quantity. Section V shows that,

under some conditions, it is enough to maximize the empirical

time-series information. To understand this result better, a

helpful analogy is with the problem of classification (e.g.,

[18], [19]). In the latter problem, it is intuitively clear that

a good measure of quality of a classifier is its expected

error; so, unlike for representation functions, the question

of what is a good classifier is easy to answer. In order to

minimize the expected error, one can show that, under some

conditions, it is enough to minimize the empirical error. Note

that the convergence of the empirical error does not imply the

convergence of classifiers themselves. But this is not necessary,

since all one cares for is the expected error, and the difference

between the empirical and expected error can be bounded.

Similarly, if one agrees that the time-series information is

an adequate measure to evaluate the quality of a representa-

tion function, then it does not matter whether representation

functions that minimize the empirical version converge in

some (other) sense. This said, in view of Proposition 1

(uniqueness of representation), it may be possible to establish

some convergence of representation functions that minimize

Îk (at least under some conditions). This question is left for

future work.

Among the most interesting directions for future work are

the implications of the results presented here for different

learning problems. In particular, for the control problem it
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would be interesting to see what happens when one adds

an (arbitrary) reward function once the (approximate) rep-

resentation function has been found; specifically, how the

approximation error from learning the representation propa-

gates. For the classification problem, if one adds some labels

Yi to the dependent sequence of objects Xi studied in this

work, then both classification methods and the representation

learning method presented can be used to address the same

problem: find the unobserved labels. It would be interesting

to study how these methods can be combined to complement

each other. As a first step, [15] shows that, at least, in

the “ideal” situation time-series information does not hurt

and classification methods developed to work under the i.i.d.

assumption may be used.

Another direction for future work concerns generalizations.

The first interesting generalization is to continuous spaces Y .

More broadly, it would be interesting to study whether similar

results can be obtained for data structures more general than

time series, such as (infinite) graphs. Towards this end, one

can note that a number of results on stationary time series

generalize to stationary infinite random graphs, as shown in

[22] using the formalism of [23].
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APPENDIX

Proof of Theorem 1. Consider the following entropies and in-

formation h0(f, g), hk(f, g), Ik(f, g) and I∞(f, g), defined

(in a straightforward manner) for the vector-valued function

(f(·), g(·)) with components f and g. We will first show that

Ik(f, g) = Ik(f) and I∞(f, g) = I∞(f). (28)

The latter equality follows from the former and the definition

of I∞. Introduce the short-hand notation Yi := f(Xi), Zi :=
g(Xi), i ∈ N. First note that

h0(f, g) = h(Y0) + h(Z0|Y0). (29)

Moreover,

hk(f, g) = h(Y0, Z0|Y−k..−1, Z−k..−1)

= h(Y0|Y−k..−1, Z−k..−1) + h(Z0|Y0, Y−k..−1, Z−k..−1)

= h(Y0|Y−k..−1) + h(Z0|Y0) (30)

where the first equality is by definition, the second is the chain

rule for entropy and the third follows from (5c) and conditional

independence of Xi given f(Xi). Thus, from (29), (30) and

the definition of Ik(f) we get

Ik(f, g) = h0(f, g)− hk(f, g)

= h(Y0) + h(Z0|Y0)− h(Y0|Y−k..−1)− h(Z0|Y0) = Ik(f)

finishing the proof of (28).

From (8), noting that removing random variables does not

increase information, we have

Ik(f, g) ≥ Ik(g), (31)

so that using (28) we have

Ik(f) ≥ Ik(g) and I∞(f) ≥ I∞(g). (32)

To prove the theorem, it remains to show that, if (Xi)i∈N

are not conditionally independent given (g(Xi))i∈N, then

I∞(f) > I∞(g). Since we already have (32), it is enough

to show that the inequality

Ik(f) > Ik(g) (33)

holds for some k; in fact, we will show that it holds from

some k on.

Assume that (Xi)i∈N are not conditionally independent

given (g(Xi))i∈N, so that

P (Xn|g(Xn), Xi1 , . . . , Xil) 6= P (Xn|g(Xn)) (34)

for some l, n and i1, . . . , il 6= n on a positive-measure set.

Adding extra variables if necessary and using stationarity, we

can rewrite

P (X0|g(X0), X1, . . . , Xk, X−1, . . . , X−k) 6= P (X0|g(X0))
(35)

for some k ∈ N on a positive-measure set. Note that if (35)

holds for k ∈ N then it also holds for all k′ > k.

Recall the notation Yi := f(Xi), Zi := g(Xi). Using this

notation and the symmetry of conditional independence, from

(35) we obtain, on a set of positive measure,

P (X1..k, X−k..−1|X0, Z0) 6= P (X1..k, X−k..−1|Z0). (36)

Moreover, applying the Bayes rule, and using conditional

independence (as in the derivation of (5a)) , we can conclude

from (36) that (on a set of positive measure)

P (Y1..k, Y−k..−1|X0, Z0) 6= P (Y1..k, Y−k..−1|Z0); (37)

the precise argument is as follows: assume the contrary and

derive

P (X1..k, X−k..−1|X0, Z0)

=
P (X0, Z0|X1..k, X−k..−1)P (X1..k, X−k..−1)

P (X0, Z0)

=
P (X0, Z0|Y1..k, Y−k..−1)P (X1..k, X−k..−1)

P (X0, Z0)

=
P (Y1..k, Y−k..−1|X0, Z0)P (X1..k, X−k..−1)

P (Y1..k, Y−k..−1)

=
P (Y1..k, Y−k..−1|Z0)P (X1..k, X−k..−1)

P (Y1..k, Y−k..−1)

=
P (Z0|Y1..k, Y−k..−1)P (X1..k, X−k..−1)

P (Z0)

=
P (Z0|X1..k, X−k..−1)P (X1..k, X−k..−1)

P (Z0)

= P (X1..k, X−k..−1|Z0),

where we have used the Bayes rule, (5a), again the Bayes

rule, the assumption we are trying to disprove, then again the

Bayes rule and (5a); arriving at a contradiction with (36) and

establishing (37).
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Since Z0 is a function of X0, from (37) we obtain

h(Y1..k, Y−k..−1|X0) = h(Y1..k, Y−k..−1|X0, Z0)

< h(Y1..k, Y−k..−1|Z0), (38)

which, together with (5c), implies

h(Y1..k, Y−k..−1|Y0) < h(Y1..k, Y−k..−1|Z0). (39)

Using the chain rule for entropy, we obtain

h(Y−k..−1|Y0) + h(Y1..k|Y−k..−1, Y0)

< h(Y−k..−1|Z0) + h(Y1..k|Y−k..−1, Z0), (40)

so that at least one of the following two inequalities must hold

h(Y−k..−1|Y0) < h(Y−k..−1|Z0) (41)

or

h(Y1..k|Y−k..−1, Y0) < h(Y1..k|Y−k..−1, Z0). (42)

Assume (41); then

Ik(f) = I(Y0;Y−k..−1) = I(Y−k..−1;Y0)

= h(Y−k..−1)− h(Y−k..−1|Y0)

> h(Y−k..−1)− h(Y−k..−1|Z0)

= I(Y−k..−1;Z0) = I(Z0;Y−k..−1)

≥ I(Z0;Z−k..−1) = Ik(Z), (43)

where the last inequality uses (5f). Next, assume (42); then,

using the chain rule for entropy, we obtain

k
∑

t=1

h(Yt|Y−k..−1, Y0, Y1..t−1)

<
k
∑

t=1

h(Yt|Y−k..−1, Z0, Y1..t−1),

so that there must exist t ∈ {1..k} such that

h(Yt|Y−k..−1, Y0, Y1..t−1) < h(Yt|Y−k..−1, Z0, Y1..t−1).
(44)

Take such a t; then we derive (similarly to how (43) was

derived)

Ik+t(f) = I(Yt;Y−k..−1, Y0, Y1..t−1)

= h(Yt)− h(Yt|Y−k..−1, Y0, Y1..t−1)

> h(Yt)− h(Yt|Y−k..−1, Z0, Y1..t−1)

= I(Yt;Y−k..−1, Z0, Y1..t−1)

≥ I(Yt;Z−k..−1, Z0, Z1..t−1)

≥ I(Zt;Z−k..−1, Z0, Z1..t−1) = Ik+t(g),

where the first inequality is from (44) and the last two

inequalities follow from (5f).

Thus, in either case, Ik(f) > Ik(g) for some k (and from

some k on), proving the statement.

Proof of Theorem 3. Introduce the shorthand notation

pg(y0..k) := P (g(X0) = y0, . . . , g(Xk) = yk).

Define the total variation distance between pg and its empirical

estimate p̂g as αg :=
∑

yi∈Y,i=0..k |pg(y0..k)− p̂g(y0..k)|. Ob-

serve that, from the definition of mixing, if a process ρ gener-

ating X0, X1, X2, . . . is mixing with coefficients β(ρ,m) then

the process made of tuples (X0, . . . , Xk), (X1, . . . , Xk+1), . . .
is mixing with coefficients β(ρ,m − k). Next, for the VC

dimensions, observe that if, for every fixed y ∈ Y , the set

{{x : g(x) = y} : g ∈ F},
considered as a set of indicator functions (recalling the expla-

nation preceding the theorem formulation), has VC dimension

bounded by d then the set

{{(x1, . . . , xk) : gi(xi) = yi, i = 1..k+1} : (g1, . . . , gk) ∈ Fk}

has VC dimension bounded by 7kd (for all (y1, . . . , yk) ∈
Yk); see [24], which also gives a more precise bound. Thus,

from (12) we obtain

P (sup
g∈F

αg > ε) ≤ |Y|k+1∆(7kd, ε/|Y|k+1, n− k, γ). (45)

We will use the following bound from [25, Theorem 2] that

relates the difference between mutual information to the total

variation between the corresponding distributions of two pairs

of random variables:
∣

∣

∣
I(g(X0), . . . , g(Xk−1); g(Xk))

− Î(g(X0), . . . , g(Xk−1); g(Xk))
∣

∣

∣

≤ 3(k + 1)αg log |Y|+ 3h(αg), (46)

where h stands for the binary entropy. Thus,

P
(

sup
g∈F

|I(g(X0), . . . , g(Xk−1); g(Xk))

− Î(g(X0), . . . , g(Xk−1); g(Xk))| > ε
)

≤ P

(

sup
g∈F

αg ≥ ε/(6(k + 1) log |Y|)
)

+ P

(

sup
g∈F

h(αg) > ε/6

)

≤ |Y|k+1∆
(

7kd, ε/(6(k + 1)|Y|k+1 log |Y|), n− k, γ
)

+ |Y|k+1∆(7kd, h−1(ε/6)/|Y|k+1), n− k, γ), (47)

where in the first inequality we used (46) and in the second

(45) for each summand (inverting the binary entropy for the

second one) and the fact that h is monotone increasing on

[0, 1/2]. The statement of the theorem follows.
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