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Abstract. This study applied a multi-dimensional scaling approach to
isolating a number of perceptual dimensions from a dataset of human
similarity judgements for 800ms excerpts of recorded popular music.
These dimensions were mapped onto the 12 timbral coefficients from
the Echo Nest’s Analyzer. Two dimensions were identified by distinct
coefficients, however a third dimension could not be mapped and may
represent a musical feature other than timbre. Implications are discussed
within the context of existing research into human musical cognition.
Suggestions for further research are given, which may help to establish
whether surface features are processed using a common feature set (as in
many music information retrieval systems), or whether individuals use
features idiosyncratically to quickly process surface features of music.
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1 Introduction

Many application systems in music information retrieval rely on some kind of
timbre representation of music [1, 2]. Timbre, or the surface quality of sound,
seems to be a core aspect of computational systems which compare, classify,
organise, search, and retrieve music. This dominance of timbre and sound repre-
sentations in modern user-targeted audio application systems might be partially
explained by the importance of the perceptual qualities of sound in popular
music; writing about pop music in 1987, sociomusicologist Simon Frith already
noted that “The interest today (...) is in constantly dealing with new textures” [3].
Whilst musical textures can contain a lot of musical structure, they also depend
on surface features separate from any musical syntax or structure, such as the
harmonicity of sound, the timbral and acoustical qualities of instruments and
spaces, and recording or post-production methods. The precision with which
many features of sound can be defined and implemented through modern sig-
nal processing has surely also contributed to their popularity in the information
retrieval community. Acoustic and timbral features have been defined as part
of the MPEG4 and MPEG7 standards and are easily implemented where not
already available from one of many software libraries.
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Timbral features are popular in research and commercial music retrieval
applications, yet there is surprisingly little rigorous research into perceptual
principles explaining how certain timbral features can deliver results which are
largely compatible with human music processing. Psychological and perceptual
discourse around auditory processing often seems to be out of touch with parts
of the audio engineering community. For example, an oft-cited validation of mel-
frequency cepstral coefficients (MFCCs) as corresponding to human perceptual
processing of sound is a brief engineering paper, rather than a psychological
or psycho-acoustical study [4]. Conversely, some studies of human timbre per-
ception (e.g. [5]) may have been unfairly overlooked by the psychological music
research community due to their use of ’artificial’ stimuli. Also, psychological
studies of musical timbre have traditionally focused on the acoustics of musical
instruments, or timbral qualities imparted by individual performers (e.g. vibrato,
alteration of instrumental attack and decay). These are often studied in isola-
tion and usually with reference to styles of Western art music (e.g. [6]; see [7]
for an overview). Thus there is something of a discrepancy between the scope of
psychological inquiries and the broader, data-driven goals of music information
retrieval (MIR) as applied to finished recordings of popular music. This may
exacerbate the relative ignorance between both fields.

The current study aims to bridge this gap to some extent by presenting data
from a psychological experiment on human perception of timbral similarity, us-
ing short excerpts of Western commercial pop music as stimuli. In addition, this
study also tries to identify the perceptual dimensions that Western listeners use
when making similarity judgements based on timbre cues and to relate these to a
set of timbral features that are well known to both music information researchers
and software engineers: the 12 timbre feature coefficients provided through the
Echo Nest Analyzer API1. As these involve considerable auditory modeling and
dimensional reduction motivated to approximate human perception [8], we as-
sume that the human and machine feature extractors under comparison are at
least notionally parallel processes.

In this study, participants listen to very short excerpts of recorded commer-
cial popular music and sort them into homogeneous groups. The paradigm is
inspired by recent studies on genre [9] and song identification [10], which demon-
strated that listeners are able to perform highly demanding tasks on the basis
of musical information that is present in sub-second audio clips. Gjerdingen and
Perrott found that 44% of participants’ genre classifications of 250ms excerpts of
commercially available music agreed with classifications they made of the same
extracts when they were played for 3 seconds [9]. Krumhansl found that listen-
ers could even identify the artists and titles of 25% of a series of 400ms clips
of popular music spanning four decades [10]. At this timescale there are few,
if any discernible melodic, rhythmic, harmonic or metric relationships to base
judgements on. When musical-structural information is minimal, timbral infor-
mation can be high; task performance also increased monotonically with longer
exposures in both of the aforementioned studies.

1 http://developer.echonest.com/
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Many kinds of timbral information can be extracted from musical excerpts.
The presence of typical instrumental sounds can undoubtedly help to identify
a particular genre [9] and perception of key spectral and dynamic features is
robust even for incomplete instrumental tones [11]. However, if timbre is defined
more broadly as the spectro-temporal quality of sound, many surface features
of polyphonic music could potentially be seen as coefficients in a timbre space.
Indeed, the expression of musical emotion can be ascertained from 250ms of
exposure, and familiarity with a piece from 500ms [12]. Spectral coefficients also
join metric cues as predictors of surface judgements of musical complexity [13].
Different recording and production techniques can give rise to a plethora of
perceptual timbral dimensions [14,15].

In this study, in order to establish how non-expert listeners make use of mu-
sical surface features in a similarity sorting task we first apply multi-dimensional
scaling (MDS) to extract a small number of perceptual dimensions and then re-
late these to coefficients in a timbre space. The timbral coefficients returned by
the Echo Nest’s Analyze service were chosen as the initial pool, as they have been
usefully applied in a number of real-world applications. This research paradigm
was established by classic studies on timbral perceptual dimensions for instru-
mental tones [16,17], and is sensitive to subtle processing differences not picked
up by traditional discrimination paradigms [18].

2 Method

131 participants (59 male, with a mean age of 30.8, SD=11.8) sorted 16 randomly
ordered excerpt test-items into four equally sized bins. Sorts were unconstrained
(other than the need for solutions to have exactly four items per bin) and partic-
ipants could audition items at will. The set contained four each of jazz, rock, pop
and hip-hop items, taken from songs identified on the http://www.allmusic.
com website as being genre-typical but not universally known (i.e. through not
having achieved the highest pop chart ratings). Genres were chosen on the
basis of Rentfrow and Gosling’s high-level categories of musical genre: reflec-
tive/complex (jazz), energetic/rhythmic (hip-hop), upbeat/conventional (pop),
and intense/aggressive (rock) [19]. Genre-category ratings for these are stable
over time and appear to correlate somewhat with stable personality traits [20].
Participants could thus solve the task implicitly (by perceived similarity) even
if they possessed no genre-specific knowledge. By focusing on these categories,
we also avoided the inherent instability and fluidity of industry genre bound-
aries. Gjerdingen and Perrott also found that the presence of vocals in extracts
reduced genre rating performance [9]. Although vocal features are important
for recognising musical styles (and this is reflected in the technologies used in
MIR) we chose stimuli without vocals to avoid making the already short excerpts
too difficult to classify. Excerpts were representative of the typical instrumenta-
tion of the song. Several sets were tested, however results from only one of the
800ms item-sets are analysed here, following piloting which suggested this set to
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have desirable psychometric properties2. Vectors of timbral features for the same
items were extracted through the Echo Nest’s Analyzer and used as predictors
of item-placement on these dimensions.

3 Analyses and Results

Each possible pair of clips received a score based on the number of participants
assigning both clips in the pair to the same group. The resulting distance matrix
was taken as an input to the non-metric multi-dimensional scaling procedure
as implemented in the R-function isoMDS (from package MASS). Computing a 2-
as well as a 3-dimensional solution we obtained stress values of 12.05 and 6.52
respectively, indicating a much better fit of the 3-dimensional solution to the
data, with the 3-dimensional solution also satisfying the elbow criterion in a
stress plot (not reproduced here). As a rule of thumb, Kruskal considers MDS
solutions with a stress of 5 or lower a good fit while solutions with a stress value
of 10 are still fair [21]. Thus, it seems that 3 dimensions are sufficient to describe
the participants’ perceptual judgements. The 3-dimensional solution is shown in
Figure 1. Clustering of clips by genre in the MDS space is clearly visible.

As a subsequent step we tried to identify the 3 perceptual dimensions identi-
fied by MDS with any of the Echo Nest’s 12 timbre coefficients. The Echo Nest
Analyzer divides audio into segments with stable tonal content, i.e. roughly per
note or chord. For each audio clip we obtained 2 to 5 segments with 12 timbre
coefficients each. In order to obtain a homogeneous set of timbral features to
compare to the 3 MDS dimensions we used a simple first-order linear model of
the time series values of each coefficient for each clip. From each linear model we
used the intercept (mean value) and the variance across the number of segments
as an indicator of variability of the coefficient in the given clip. In addition, we
used the number of segments per coefficient and clip as another indicator of tonal
variability.

The pair-wise distributions and correlations between each MDS-dimension
and the means and variances of the 12 coefficients indicated that the relation-
ships between the perceptual dimensions and the timbral coefficients are mainly
non-linear and distributions are far from normal. We therefore chose a random
forest as an analysis technique, as it is able to model non-linear relationships
and can additionally deal with a relatively high number of predictors (means
and variances for each of the 12 coefficients plus the number of segments re-
sulted in 25 predictor variables) compared to the low number of observations
(16 audio clips; for a discussion of random forests as a classification and regres-
sion technique see chapter 15 in [22]). More specifically, we chose the conditional
random forest model as implemented in the R package party [23], which is as-
sumed to deliver more reliable estimates of variable importance when predictors
are highly correlated and represent different measurement levels [24].
2 A floor effect for 400ms stimuli was significantly less pronounced for 800ms stimuli
in a pilot dataset with 117 participants (800ms per-item successful pairs out of a
maximum of 3: M=1.22, SD=0.44; 400ms: M=1.05, SD=0.37; t(31)=4.87, p<.001).

314



Perceptual dimensions of short audio clips 5

Perceptual dimensions for short clip similarity
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Fig. 1. The 3-dimensional solution of pairwise item distances. Points are differentiated
by genre.

Fig. 2. Predictor importance for perceptual similarity dimensions 1 (left) and 3 (right).
The tall bar for dimension 1 is the intercept of timbre coefficient 5. Note that the plots
do not share a common y-axis.
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Fitting a random forest model yielded a list of variable-importance values
based on the usefulness of individual predictors for accurately predicting the so-
called ’out-of-the-bag’ (i.e. cross-validation) sample. The intercept (i.e. the mean)
of the Echo Nest’s timbral coefficient 5 was found to be of high importance as
a predictor of perceptual dimension 1. A similarly clear picture was found for
the intercept of coefficient 9, being highly important as a predictor of perceptual
dimension 2. However, the picture was less clear for perceptual dimension 3,
where all importance values for all variables remained within the margin of error
around 0, indicating that perceptual dimension 3 cannot be closely associated
with any (studied) timbral coefficient. Importance values of variables based on
timbre coefficients are given in Figure 2 for dimensions 1 and 3 for comparison.

4 Discussion

Three perceptual dimensions explained listeners’ similarity judgements of short
musical clips. Two of these dimensions were predicted by distinct surface fea-
tures. Mean values but not variances of coefficients were selected as important
predictors, which is interesting because the excerpts were long enough to contain
some note- and beat-like temporal variations. Unfortunately, only a few timbral
features returned by the Echo Nest are publicly documented, so it is difficult
to say what these correspond to. A scale-less spectrogram in the existing doc-
umentation3 suggests that coefficient 5, which predicted the coordinates of the
16 clips in perceptual dimension 1, might be a kind of mid-range filter. This
would not be surprising, as spectral and dynamic effects are used to add low-
end power and high-end presence to recordings. This could reduce the amount
of useful information contained in those frequency bands, whilst the mid-range
could become the most informative for clip discrimination and classification. In-
deed, the most distant cluster on this dimension was jazz, which tends towards
conservative mastering and emphasises distinctive instrumental timbres.

The distribution of clips along perceptual dimension 2, as well as incom-
plete information from the Echo Nest documentation for coefficient 9, suggested
that this dimension may represent a similar filtering function to coefficient 5,
albeit shifted higher or polarised more to high and low frequency bands. De-
spite this evidence for possible commonality between the human and machine
feature extractors under study, dimension 3 is not predicted by any of the 12
Echo Nest timbral coefficients. At 800ms, the stimuli we used contain rudimen-
tary information about tempo, chord changes, and rhythm. It is possible that
dimension 3 represents the influence of such abstracted structures. The results
obtained from studies with shorter stimuli might not show these perceptual di-
mensions, or may indicate reliance on more than these timbral features if they
were masked by the availability of musical structure information in the current
stimuli. Additionally, the discrete sorting groups could invite top-down strategies
based on retrieving explicit genre information from memory, and open subjective
3 see http://developer.echonest.com/docs/v4/_static/AnalyzeDocumentation.
pdf
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experience responses will be taken in future studies to establish whether such
information is cued by the clips. Nevertheless, the task is known to yield useful
similarity data in a shorter and more easily administered experiment than would
be possible with the more conventional pairwise similarity rating paradigm [25].

Scheirer and colleagues proposed that listeners may differ in the weight they
give to a common set of perceived sound features when judging surface musical
sound, or that different listeners may choose different features altogether [13].
Although they lacked enough data to explore these hypotheses, they were able to
conclude that individual (participant) models explained complexity rating data
better than a common model. Therefore, whilst we found some evidence of com-
mon feature-based perceptual dimensions, it is possible that further study with
this paradigm will uncover individual strategy differences for this task. The IND-
SCAL variant of MDS may be helpful in exploring this hypothesis. The reverse
is also possible, given that we used far shorter stimuli (800ms versus Scheirer et
al.’s 5000) and may have measured a more constrained phenomenon. Individual
differences are nonetheless plausible, as task-based measures of timbral percep-
tion can be improved by training [26, 27]. Indeed, because timbral perception
does not require formalised musical knowledge, individuals could be expected to
vary in the information they can access for this task purely on the basis of what
they have previously listened to, and to what extent. We will look at three other
datasets—including shorter, 400ms clips—and explore other features, for exam-
ple those provided by Peeters and colleagues’ recently published toolbox [28], as
well as standard MFCC coefficients and spectral centroid-based measures.
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