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Abstract. This paper re-investigates a lexical acquisition systétrally devel-
oped for French. We show that, interestingly, the architecof the system repro-
duces and implements the main components of Optimality ithétowever, we
formulate the hypothesis that some of its limitations aréyalue to a poor rep-
resentation of the constraints used. Finally, we show howettebrepresentation
of the constraints used would yield better results.

1 Introduction

Natural Language Processing (NLP) aims at developing tgqaks for processing nat-
ural language texts using computers. In order to yield ateuresults, NLP requires
resources containing various information (sub-categtion frames, semantic roles,
selection restrictions, etc.). Unfortunately, such reses are not available for most lan-
guages and are very costly to develop manually. A recend toénesearch has tried to
overcome these limitations through the development ofraati acquisition methods
from corpora.

Automatic lexical acquisition is an engineering task aignat providing compre-
hensive—even if not fully accurate—resources for NLP. Asirad languages are com-
plex, lexical acquisition needs to take into account a wiege of parameters and
constraints. However, surprisingly, in the acquisitiomeounity, relatively few investi-
gations have been done on the structure of the linguististcaints themselves, beyond
the engineering point of view (but note that this work hasrbeetensively done for
parsing, see [1]).

In this paper, we want to take another look at some expergmegently done on
the automatic acquisition of lexical resources from tektaompora, more specifically
on French. In a way, acquisition is converse to parsing:abk tonsists, from a surface
form, in trying to find an abstract lexical-conceptual stuwe that justify the surface
construction (taking into account the relevant set of aairsts for the given language).

* This work has received support of TransferS (laboratoiexd@llence, program “Investisse-
ments d’'avenir” ANR-10-IDEX-0001-02 PSL* and ANR-10-LABB099)
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Here, in order to get a tractable model, we limit ourselveth®acquisition of sub-
categorization frames from corpora. The task is challegpgince surface forms incor-
porate adverbs, modifiers, interpolated clauses and sorikility in the ordering of
the arguments.

Most approaches, including ours, are based on simple fige¢echniques. If a com-
plement appears very rarely associated with a given pregittee acquisition process
will assume that this is an incidental co-occurrence thatikhbe left out. However, as
we will see, even if this technique is efficient for high frequy items, it leaves a lot of
phenomena aside.

Following these observations, we get interested in Opttgn@&heory (OT). OT is
based on a number of assumptions which are absolutely rglewathe lexical acqui-
sition context[[2,3,4]:

— Linguistic well-formedness is relative, not absolute.fBetrsatisfaction of all lin-
guistic constraints is attained rarely, and perhaps never.

— Linguistic well-formedness is a matter of comparison or petition among candi-
date output forms (none of which is perfect).

— Linguistic constraints are ranked and violable. Highekmag constraints can com-
pel violation of lower ranking constraints. Violation ismirnal, however. And even
low ranking constraints can make crucial decisions abauttimning output can-
didate.

— The grammar of a language is a ranking of constraints. Rgnkiay differ from
language to language, even if the constraints do not.

However, despite these observations, OT has been mainliedgp phonology,
more rarely to morphology or syntax|[5,1]. In this paper, wawd like to show, on a
precise example, that OT provides a very competitive fraamkfior sub-categorization
acquisition.

In order to apply OT to lexical acquisition, we first need todaball the language
properties as constraints. The task consists then in fgargithe relevant set of con-
straints that allow one to map a lexical structure to actsiaf@ce) constructions. Note
that the task is highly challenging since constraints adewith each other, must be
ranked and can be violated.

2 From Corpus to Resources

2.1 OT and Syntax

OT has been mainly applied to syntax in the framework of tfredifles and Parameters
(P&P) theory developed by Chomsky [6] as part of his Minirstatirogram. The central
idea of P&P is that a person’s syntactic knowledge can be teddeith two formal
mechanisms:

— A finite set of fundamental principles that are common to afiguages; e.g., a
sentence must always have a subject, even if it is not overtigounced.

— A finite set of parameters that determine syntactic vatitgtaimongst languages;
e.g., a binary parameter that determines whether or notubjec of a sentence
must be overtly pronounced.



Within this framework, the goal of linguistics is to ident#ll the principles and pa-
rameters that are universal to human languages (i.e. wiiaeddghe Universal Gram-
mar).

OT provides a nice framework to implement P&P since the fdisnais constraint-
based. The input is a set of (universal) abstract candidatel. Thus, principles and
parameters just have to be translated into constraints jCthsh an evaluation func-
tion (EVAL) computes the best output given the input and thiea$ constraints (the
principles and parameters) for a given language.

To summarize, here are the three main components of OT: GENYt), CON and
EVAL.

— GEN takes a series of surface forms and generates an infimitder of candi-
dates, or possible realizations of that input. A languagessnmar (its ranking of
constraints) determines which of the infinite candidatdsheiassessed as optimal
by EVAL.

— CON includes the set of constraints to be used to determinetwdf the input
candidates is the most likely to be accepted.

— EVAL determines the best analysis among input candidaaéd into account
the set of constraints CON. Given two candidates, A and B, feiter than B on
a constraint hierarchy if A incurs fewer violations than Bardidate A is better
than B on an entire constraint hierarchy if A incurs fewelafimns of the highest-
ranked constraint distinguishing A and B. A is optimal indendidate set if it is
better on the constraint hierarchy than all other candglate

However, the task here is slightly different (conversegsiwe try to find the best
underlying representation from the output (a given utteeamore precisely, we try to
learn syntactic frames from data.

2.2 Learning Syntactic Frames from Raw Data

As already said, comprehensive and accurate lexical ressare key components of
Natural Language Processing (NLP) systems. Hand-cralitixigal resources is diffi-
cult and extremely labour-intensive— particularly as NyBtems require statistical
information about the behavior of lexical items in contexid this statistical informa-
tion changes from one domain to the other. For this reasommaatic acquisition of
lexical resources from corpora has become increasinglylpap

One of the most useful lexical information for NLP is thatateld to the predicate-
argument structure. The sub-categorization frames (S6fF8)predicate capture the
different combinations of arguments that a given predicare take. For example, in
French, the verbdcheter (to buy) sub-categorizes for a subject, a direct object and an
indirect object (a prepositional phrase governed by thegsition“ a”). This can be
formalized as followsNO acheter Nth N2

1 This point, which is much controversial, is based on thempsion that linguistic principles—
in P&P Theory—are supposed to be universal. There is a htggatiire on this hypothesis that
we will not address in this paper. We do not claim any univeiesture in this work; we just
use OT as an interesting framework for modeling the comgaised.



Sub-categorization lexicons can benefit many NLP appbaoatiFor example, they
can be used to enhance tasks such as parsing [7,8] and sewiassification[[9] as
well as applications such as information extraction [1Q] arachine translation. They
also make it possible to infer large multilingual semantassifications [11].

Several sub-categorization lexicons are available forymanguages, but most
of them have been built manually. For French these includdatge French dictio-
nary “Le Lexique Grammaire”[12] and the more recertefff [13] and Dicovalence
(http://bach.arts.kuleuven.be/dicovalence/) lexicons.

Some work has been conducted on automatic sub-categonzatijuisition, mostly
on English[[14,15,16,17] but also on other languages, frdnitlivGerman is just one
example[[18]. This work has shown that although automayidalilt lexicons are not
as accurate and detailed as manually built ones, they casdbel dor real-world tasks.
This is mostly because they provide what manually built veses do not generally
provide: statistical information about the likelihood oEBs for individual verbs.

In what follows, we show that statistical information, inder to yield accurate
results, must take into consideration a huge number of mingt. First experiments
have given interesting results but the nature and the sireictf constraints must be
further explored in order to strengthen the existing rasWite show that OT provides
an interesting framework to identify and structure the $eekevant constraints.

2.3 Introducing Gradience in Lexical Acquisition

As for most linguistic questions, there is no well-estaidid definition of what to in-
clude in a SCF, but everybody agrees that a SCF should milpimalude the number
and the type of the complements depending on the verb (or gearerally on the pred-
icative item considered, since adjectives and nouns carhalge a SCF). Most authors
agree on the fact that complements should be divided betargements and adjuncts
but the distinction between these two categories is far folawious. Some linguistic
tests exist (can the complement be deleted without changmgeaning of the sen-
tence? Can it be moved easily? Can it be pronominalizedy®itnone of these tests
is sufficient or discriminatory enough.

As outlined by Manning [19] “rather than maintaining a categal argument / ad-
junct distinction and having to make in/out decisions alsogh cases, we might instead
try to represent SCF information as a probability distritaitover argument frames,
with different verbal dependents expected to occur with rd weth a certain proba-
bility”. For example, from the analysis of a large news ca;pone can observe that
the French verlvenir (to come)accepts the framBP[de (from)]with a relative fre-
quency of 59.1% whereas it accepts the fraPRfa (to)] with a relative frequency of
5%. This phenomenon can be seen as a kind of selectionaktprefe” of certain verbs
for certain SCFs; the link with more semantic informatiomeéns to be done.

It is well known that the evaluation of probability distrifions is difficult, since it is
by definition dependent on a given corpus. Hand-craftedadiaties generally do not
include any frequency information. Moreover, very few t@&tiacquisition frameworks
currently integrate an efficient way to deal with variouspdmena such as multiword
expressions (especially light verb constructions and sdimmatic expressions), com-
plement optionality, etc. Therefore, current approaclaee la tendency to produce two
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many SCFs for a given items (semi-idiomatic expressionslshae recognized as such
and should not be added as new SCFs associated with headotibeality should be
handled to reduce the number of partial SCFs).

In the next section, we briefly present a state-of-the atiesy$or French and its
limitations; we show that the acquisition model correspottdOT but does not take
into consideration a precise enough set of constraintshéfemake some proposals in
order to get better results using a finer grain model of cairgs.

3 ASSCI, A State-of-the Art Subcategorization Acquisition
System for French

A system for the automatic acquisition of sub-categorimafirames has recently been
implemented for French. This system called ASSCI is capab#equiring large scale
lexicons from un-annotated corpora|20,21].

This system is close to other systems developed for exaroplEriglish [16,22]
in that it extracts SCFs from data parsed using a shallowrtipey parsei [23] and
is capable of identifying a large number of SCFs. Howevedikammost other systems
that accept raw corpus data as input, it does not assumeadd fistdefined SCFs. The
system is based on the assumption that the most relevant@@fponding to a given
surface form will directly emerge from the application oéttonstraints on the various
candidates, as postulated by OT.

ASSCltakes raw corpus data as input. Input text is first tagged snthstically
analyzed. Then, the system generates a list of candidate f&C€ach verb that occurs
frequently enough in data (in the default setting, 200 owaes of a given verb are
necessary)ASSCiconsists of three modules: a pattern extractor which etstrzatterns
for each target verb; a SCF builder which builds a list of ¢datt SCFs per verb
(GEN), and a SCF filter (EVAL) which filters out SCFs deemedimect according to
predefined parameters (CON). They are described brieflyeifalfowing sections. For
a more detailed description 8iSSC| see([20].

3.1 Preprocessing : Morphosyntactic Tagging and Syntactiénalysis

The system first tags and lemmatizes corpus data Usigjlaggerand then parses it
thanks toSyntex23]. Syntexs a shallow parser for French. It uses a combination of
heuristics and statistics to find dependency relationséatvtokens in a sentence. It is
a relatively accurate parser, e.g. it obtained the bestgioacand F-measure for written
French text in the first EASY evaluation campaign (2006).

The below example illustrates the dependency relatiorexcted bySyntex(2) for
the input sentence il ) :

(1) La sécheresse s’ abattit sur le Sahel en 1972-1973 .
(The drought came down on Sahel in 1972-1973.)

(2) DetFS|le|La|1|DET;2|

NomFS | sécheresse | sécheresse|2|SUJ; 4| DET; 1



Pro|se|s’|3|REF; 4|

VCONJS |abattre|abattit|4|SUJ;2,REF; 3, PREP; 5, PREP; 8
Prep|sur|sur|5|PREP; 4| NOMPREP; 7
DetMs|le|le|6|DET;7

NomMs | sahel | Sahel|7|NOMPREP; 5 |DET; 6
Prep|en|en|8|PREP; 4| NOMPREP; 9
NomXXDate|1972-1973|1972-1973| 9| NOMPREP; 8

Typol. | .[10]]

Syntexdoes not make a distinction between arguments and adjunater, each
dependency of a verb is attached to the verb.

3.2 Producing the Input (the Pattern Extractor)

The pattern extractor collects the dependencies foundédgahser for each occurrence
of a target verb. Some cases receive special treatmensimtidule. For example, if the
pronoun‘se” is one of the dependencies of a verb, the system considergeth like

a new one. In(1), the pattern will correspond t&’abattre” and not to“abattre” . If

a preposition is the head of one of the dependencies, thelmexrplores the syntactic
analysis to find if it is followed by a noun phrases{i1) or an infinitive verb {SINF]).

(3) shows the output of the pattern extractor for the inpugtiin.

(3) VCONJS|s’abattre :
Prep+SN|sur |PREP__Prep+SN|en|PREP

3.3 GEN (the SCF Builder)

The SCF builder extracts SCF candidates for each verb frenotitput of the pattern
extractor and calculates the number of corpus occurrencesath SCF and verb com-
bination. The syntactic constituents used for building$ka#-s are the following:

1. sy for nominal phrases;

2. sINF for infinitive clauses;

3. sp[prept+sSN] for prepositional phrases where the preposition is folldwe a noun
phraseprepis the head preposition;

4. sp[prep+SINF] for prepositional phrases where the preposition is folldlg an

infinitive verb.prepis the head preposition;

sa for adjectival phrases;

6. compL for subordinate clauses.

o

When a verb has no dependency, its SCF is considerexiraans.
(4) shows the output of the SCF builder far) .

(4) S’'ABATTRE+s’abattre ;;; SP[sur+SN]_SP[en+SN]



3.4 CON and EVAL (SCF Filter)

Each step of the process is fully automatic, so the outputeoSICF builder is noisy due
to tagging, parsing or other processing errors. It is aldsynioecause of the difficulty
of the argument-adjunct distinction. The latter is difft@ten for humans.

Many criteria that have been defined are not usable in ourlmesause they either
depend on lexical information which the parser cannot maleead (since the task is to
acquire this information) or on semantic information whésten the best parsers cannot
yet learn reliably. The approach here is based on the assmtpat true arguments
tend to occur in argument positions more frequently thaaraats. Thus many frequent
SCFs in the system output are correct.

The strategy is then to filter low frequency entries from tl@&FSouilder output.
This is done using the maximum likelihood estimafes [24]isT$imple method in-
volves calculating the relative frequency of each SCF (feei) and comparing it to
an empirically determined threshold. The relative frequesf the SCH with the verb
j is calculated as follows:

|sct,verby]|
|_f bj)=—7>-—1+—
rel_freq(scf,verb) verb|

|scf,verbyj| is the number of occurrences of the SiGkith the verbj and|verb;| is the
total number of occurrences of the vgiin the corpus.

If, for example, the frequency of the SCGP [sur+SN]_SP[en+SN] is below the
empirically defined threshold, the SCF is rejected by therfilfhe MLE filter is not
perfect because it is based on rejecting low frequency SEIFwugh relatively more
low than high frequency SCFs are incorrect, sometimestagdcames are correct. The
filter incorporates special heuristics for cases whereabssimption tends to generate
too many errors. With prepositional SCFs involving one PPnore, the filter deter-
mines which one is the less frequent PP. It then re-assignagbociated frequency to
the same SCF without this PP.

For examplesP [sur+SN] _SP [en+SN] could be split to 2 SCFsSP [sur+SN] and
SP [en+SN]. In this examplesP [en+SN] is the less frequent prepositional phrase and
the final SCF for the sentenge) is (5).

(5) SP[sur+SN]
Note thatsp [en+SN] is here an adjunct.

4 Some Limitations of this Approach

This approach is very efficient to deal with large corporaneeer, some issues remain.
As the approach is based on automatic tools (especiallegrthat are far from per-
fect, the obtained resources always contain errors andthave manually validated.
Moreover, the system needs to get enough examples to becablfet relevant infor-
mation. Therefore, there is generally a lack of informafimma lot of low productivity
items (the famous “sparsity problem”).



More fundamentally, some constructions are difficult towaegand characterize
automatically. On the one hand, idioms are not recognizesliak by most acquisi-
tion systems. On the other hand, some adjuncts appear filgudth certain verbs
(eg. some verbs likdormir —to sleep- frequently appear with location complements).
The system then assumes that these are arguments, whegeastic theory would say
without any doubt that these are adjuncts. Lastly, surfaes are sometimes insuffi-
cient to recognize ambiguous constructions (cfmanger une glaca la vanille...vs
...manger une glaca la terrasse d’'un c&...— to eat a vanilla ice-creamsto eat an
ice-cream at an outdoor cafe

In a traditional architecture, the filtering process inaygies in one modules the set
of constraints (CON) and the evaluation function (EVAL).igmakes the system less
readable than if the constraints were modeled apart fronkEt#e function. There is
thus a need to refine the set of constraints

5 A Solution: Provide an Explicit Modeling of the Set of
Constraints (CON)

We have shown in the previous section that a part of the epraduced were due to
an over-simplification of the initial model. It is thus nesasy to take other parameters
into considerations in order to yield better results. This be done by refining the set
of constraints (CON).

5.1 Refining CON

The issues we have reported in the previous section do not thatautomatic methods
are flawed, but they have a number of drawbacks that shoulddressed. The acqui-
sition process, based on an analysis of co-occurrenceofeltb with its immediate
complements (along with filtering techniques) makes theaggh highly functional. It
is a good approximation of the problem. However, this modekchot take into account
external constraints.

The analysis of the co-occurrences of the verb with its cemgint is meaningful
but is not sufficient to fully grasp the problem. The fact thame phrasal complements
(with a specific head noun) frequently co-occur with a givenbvis most of the time
useful, especially to identify idiom5s [25], colligationd] and light verb constructions
[27]. On the other hand, the fact that a given prepositiohaape appear with a large
number of verbs may indicate that the preposition introdgeadjunct rather than an
argument.

So, instead of simply capturing the co-occurrences of a wittbits complements,
a number of important features should be taken into account:

— indicator of the dispersion of the prepositional phras@ (lepending on the nature
of the preposition (if a PP with a given preposition appeaith & wide range of
different verbs, it is more likely to be a modifier);

— indicator of the co-occurrence of the PP depending on theaalf the head noun
(if a verb appears frequently with the same PP frame, it isenfigely to form a
semi-idiomatic expression);



— indicator of the complexity of the sentence to be procesgeddentence is com-
plex, its analysis is less reliable).

In order to do this, the pattern extractor has to be modifiegriter to keep most
of the information that were previously rejected as notvate. These indicators then
need to be calculated so as to be taken into account by EVAL.

5.2 Modifying EVAL

All the constraints can be evaluated separately, so as @rofiir each of them an
ideal evaluation of the parameter. There are two ways ofglihiis: i) by automatically
inferring the different weights from a set of annotated datai) by estimating the
results of various manually defined weights. We are cuiyamlng this last method
since data annotation is very costly. However, the first apghn would certainly lead to
more accurate results.

The weight and the ranking of the different constraints ntbeh be examined.
A linear model can provide a first approximation but there areely better ways to
integrate the different constraints. Some studies prostaiee cues but they need to be
proper evaluated in order to be integrated in this framej&girk

5.3 Manual Validation

Lastly, the approach requires a manual validation. Rathen teaving the validation
process apart for further examination by a linguist, we pegpto integrate it in the ac-
quisition process itself. Taking into consideration thenter of examples and the com-
plexity of the sentences used for training, it is possiblagsociate confidence scores
with the different constructions of a given verb: the lingjtis then able to quickly focus
on the most problematic cases. It is also possible to proosative constructions to
the linguist, when not enough occurrences are availabledming. In the end, when
too few examples are available, the linguist can providevaait information to the ma-
chine. However, with a well-designed and dynamic validapoocess, it is possible to
obtain accurate and comprehensive lexicons, using onlyad fiection of the time that
would be necessary to manually develop a lexicon from seratc

6 Conclusion

Tn this paper, we have proposed a new approach for the automeguisition of lexical
knowledge from corpora using Optimality Theory. Using thiedel, it is possible to
represent a large part of the language activity throughtcaings. We have shown that
the individual evaluation of each constraint yields verguaate and precise results.

An implementation of this model is currently being done fapdnese [28]. The
model provides a better integration of the linguistic caintts within the automatic
processing system. First results were competitive witkiodipproaches while providing
a more accurate linguistic description.
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