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Foreword

The number of users demanding computer network services still keeps to
be increasing at an enormous rate. This is true, in particular, for mobile
networks and for the Internet. Moreover, the traffic generated per user is
growing significantly so that a study by CISCO estimated the global annual
amount of IP traffic in the Internet to be more than 1 ZB (= 1021 Byte)
by the end of 2016. Also, the data rates required by the data streams
to be transmitted tend to become increasingly challenging because, e.g.,
video communication gets more and more popular accompanied with a
strong increase of the video quality demanded by the users. Of course,
also the performance of network components will continue to increase at
an astonishingly high rate such as in case of computer hardware (multi-
core processors), of switching nodes (optical switches) and in particular
in data transmission media and techniques (as well in optical as in radio
transmissions). Nevertheless, the extremely strong growth in the traffic to
be transmitted can be expected to lead to numerous bottlenecks even in the
high-speed networks which are currently emerging.
Therefore, performance evaluation of communication systems and com-

puter networks will certainly not become superfluous but, on the contrary,
methods and tools will be needed which allow one to analyse (e.g., by means
of measurements) how computer networks react to well-defined background
loads or traffic peaks. To generate such (artificial but sufficiently realistic)
background loads or traffic, dedicated load generators are indispensable,
which should be applicable in a flexible and rather general manner. The
elaboration of such a broadly applicable load (or traffic) generator, called
UniLoG, has been the goal underlying the research documented by this
book.

In order to be able to generate highly realistic traffic in computer networks
the UniLoG approach is as follows: The load generator produces sequences of
requests (representing the load), which are handed over at a service interface
within a computer network in the same manner as they would be handed over
by a real service user at this interface to the component providing the service.
As a consequence of the execution of the requests, communication by means
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of data units (e.g., video frames, TCP segments, IP packets or Ethernet
frames) is initiated, which finally represent the traffic in the network.

The major contributions in this publication – representing the PhD thesis
of the author – are impressive. The results achieved comprise:

• a formal description technique (LoadSpec), which allows one to describe
load in a unified manner based on a sequence of abstract requests being
independent on the concrete interface underlying the load generation,

• a variety of load models (e.g. for voice, video and Web traffic), which
are specified by means of the author’s formal description technique and
considerable effort is spent for a realistic parameterization of all models
elaborated,

• design of a highly modular architecture for the UniLoG load generator
and full implementation of this tool in a very efficient manner,

• accomplishment of a geographically distributed version of UniLoG, based
on the manager-agent-paradigm,

• realization of various adapters for very different interfaces of a computer
network such as service interfaces of IPv4, TCP, UDP and HTTP, which
proves successfully a unique feature of UniLoG, namely being usable
to generate load at all interfaces of a complete network protocol stack
(besides Physical Layer),

• various case studies which, e.g., demonstrate that UniLoG can indeed
be used to generate highly complex background loads in a very realistic
manner.

This innovative research report not only contains a lot of conceptually
and theoretically interesting ideas but the results are also practically rel-
evant. Among others they should be a valuable source of information for
Internet Service Providers (ISPs) or Telecoms who are responsible for pro-
viding efficient network services in large and complex networks. Moreover,
the results achieved should also be of significant relevance to researchers,
developers of new network and distributed application services, network
administrators, etc., who might be interested, e.g., to analyse what impact
new services, change of user behaviour, or increasing load could have on
network performance and user’s quality of experience (QoE).

Hamburg, in June 2017 Bernd E. Wolfinger



Preface

The accurate and realistic modelling and generation of network workload
which may consist of a mix of many complex traffic sources is a difficult
and challenging task. Analyses and generation of network workload, in
particular in large-scale networks, can be aggravated by the heterogeneity
and large number of used network devices and protocols, as well as different
types of applications and services which may strongly evolve over time.
Furthermore, the purpose of the workload modelling and, therefore, the
objectives of the corresponding experimental tests and case studies may vary,
e.g., from the performance evaluation analyses to the analyses of network
neutrality and security mechanisms. Therefore, in order to keep up with
the perpetually emerging new requirements and the corresponding technical
challenges, networking research community needs to continuously improve
the methods and tools used for workload modelling and generation.
In this thesis, a unified approach for workload modelling and generation

with general applicability in IP-based networks is elaborated and a set of the
corresponding tools for the specification and generation of synthetic work-
loads is developed. The architecture of the Unified Load Generator UniLoG
proposed and implemented in the thesis can be used for the generation of
realistic workloads and traffic according to various workload and traffic mod-
els at different (e.g, application, transport, and network) service interfaces
in IP-based networks. The proposed UniLoG architecture provides a high
degree of flexibility, extensibility, and scalability in the workload generation
process. Further, a set of concrete workload models for exemplarily chosen
types of traffic sources (such as VoIP, video, and Web traffic) is elaborated
and provided for load generation with UniLoG. Several experimental results
related to the study of “hot topics” like performance and QoS analysis of
video streaming applications are presented and emphasize how the proposed
UniLoG load generator advances the state-of-the-art in workload modelling
and generation.
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