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BLDC brushless direct current

DP dynamic programming

ECU electronic control unit

/0 input/output

IOR input and output recovery

KL Kullback-Leibler

LCF left coprime factorization
LQG linear quadratic Gaussian
LQR linear quadratic regulator

LS least squares

LTI linear time-invariant

LTR loop transfer recovery

MIMO multiple-input multiple-output
NAC natural actor-critic

PI proportional-integral

PID proportional-integral-derivative
RCF right coprime factorization
RL reinforcement learning
SARSA state-action-reward-state-action
SGD stochastic gradient descent
SISO single-input single-output

TD temporal difference
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2-DOF two-degree-of-freedom

YK Youla-Kucera

Notation

Notation Description

v for all

€ belong to

~ follow

~ approximately equal

# not equal

= defined as

= imply

> much greater than

® Kronecker product

[ -] determinant of a matrix or absolute value

VAl set of non-negative integers

R" space of n-dimensional column vectors

R>m space of n by m matrices

X a scalar

Inx natural logarithm of x

x a vector

X a matrix

xT transpose of X

x! inverse of X

tr(X) trace of X

X>0 X is a positive definite matrix
X1

vec(X) vectorization of X, vec(X) = e R for
Xm

X=[x1- xp]leR”" x;eR,i=1,---,m

I, m by m identity matrix

0,51 m by n zero matrix

RHoo set of all proper and real rational stable transfer matrices

Rp set of all proper and real rational transfer matrices

Rsp set of all strictly proper and real rational transfer matrices

1 Plloo ‘Hoo norm of a transfer matrix P
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A | B

C|D
arg min(f (u))
N(a. %)

E()
w/m
u*/rr*
14
c(x,u)

shorthand for state-space realization C(zI — A)"'B + D

a value of u at which f(u) takes its minimum value

Gaussian distribution with a mean vector @ and a covariance
matrix X

Mean value/vector

deterministic/stochastic policy

(sub)optimal deterministic/stochastic policy

discount factor

one-step cost

i iteration of policy u

j™ iteration of a parameter matrix R under the i iteration of
the policy p

a stochastic policy corresponding to a parameter vector
temporal difference error at the sampling instant k

value function of policy w

Q-function of policy m

advantage function of policy

derivative of f (@) with respect to a parameter vector 6
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