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Abstract: A great part of the product knowledge in manufacturing enterprises is only
available in the form of natural language documents. The know-how recorded in these
documents is an essential resource for successful competition in the market. From the
viewpoint of knowledge management, however, documents have a severe limitation:
They do not capture the wealth of knowledge contained in these documents, since the
entire knowledge is not spelled out on the linguistic surface. In order to overcome this
limitation, the notion of a document as a particular kind of realization of (or view on)
the underlying knowledge is introduced. The paper discusses the major steps in realizing
this approach to documents: Knowledge acquisition, knowledge representation, and
techniques to automatically generate multilingual documents from knowledge bases.
Further, the paper describes how the required product knowledge can be represented
in a sharable and reusable way.
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1 Introduction

Currently, a great part of the product knowledge in manufacturing enterprises
is only available in the form of natural language documents. Documents play
a major role in the entire product life cycle, that is in design, manufacturing,
quality assurance, marketing, maintenance and repair. The know-how that man-
ifests itself in the form of such documents, for instance, product speci�cations,
instruction manuals and trouble-shooting guides, is an essential resource for suc-
cessful competition in the marketplace and should therefore be preserved and
utilised as e�ciently as possible.

Throughout their entire life cycle, documents are processed with computers:
They are created, modi�ed and updated with word processors, are stored in and
retrieved from document data bases, are distributed over networks, and may be
subject to transformations for printing or display. From the viewpoint of knowl-
edge management, such document processing has a major limitation: It hardly
captures the wealth of knowledge contained in these documents. In particular, it
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does not capture the knowledge implicitly referred to in the document. And even
the knowledge that is explicitly expressed is only of limited use since it cannot
be processed automatically and thus be exploited by di�erent applications such
as, for instance, automatic document generators.

In order to overcome this limitation, we suggest a revised understanding of
what a document is: We do not regard a document as a static entity, but take
it as a particular kind of realization of (or view on) underlying knowledge. The
view realized by a particular document will typically be partial, as only part of
the knowledge has to be spelled out on the linguistic surface of the text. A lot
can be left implicit because readers will be able to reconstruct those parts of the
content that are not verbalized by drawing on their background knowledge of
the subject matter and on general `world knowledge'.

Automating the creation of documents from underlying knowledge sources
has many advantages for both knowledge management and document process-
ing. Documents may be generated on demand. They may be tailored to di�erent
purposes and users, thus varying in detail, style and language. They may exi-
bly combine not only text but other modalities like, for instance, pictures and
graphics. Finally, documents generated from knowledge structures may be used
as an `active' window on the underlying knowledge.

We have developed and exempli�ed this perspective on documents in our
work with a particular kind of natural language document|multilingual techni-
cal manuals. In the TechDoc project [R�osner, 1994] [R�osner and Stede, 1994],
we have analysed multilingual instructions with respect to the knowledge nec-
essary to reconstruct these texts and have implemented a prototypical software
system which demonstrates the feasibility of automatic generation of multilin-
gual technical documents (currently in English, German and French) from such
a knowledge base.

In this paper, we describe our approach from a knowledge engineering per-
spective. For knowledge acquisition, our main source of information has been
an initial manual analysis of natural language documents from our domain. Sec-
tion 2 reviews the techniques used and the results of this analysis. Our approach
to knowledge representation and formalization is presented in section 3. Section 4
introduces the TechDoc system, which has been designed and implemented as
a `proof of concept' for the feasibility of automatic generation of multilingual
technical documentations from a formal representation of content and thus for
our perspective on documents. The presented approach has consequences for the
management of corporate knowledge; these and the advantages of integrating
documentations into the product life cycle are discussed in section 5. The paper
concludes with a discussion of our approach in the context of related work in
section 6, and an outlook on ongoing and future work in section 7.

2 Knowledge Acquisition from Natural Language Documents

In our understanding, documents are one means among others to express know-
ledge, and a particular document realizes a speci�c view on the underlying know-
ledge. However, one still faces two problems: First, one cannot access the entire
knowledge contained in documents, because that knowledge is not completely
spelled out on the linguistic surface. Instead, part of it has to be retrieved from
the text by interpreting it within a broader understanding of the world (`world
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knowledge'). Second, neither knowledge that is expressed in the linguistic real-
ization nor knowledge that has to be derived in the process of text understanding
is available in a format ready for automatic processing. Instead, in order to spell
out the entire knowledge contained in documents, and thus make it available for
formal representation, we �rst have to identify the various kinds of knowledge
that together give rise to a particular document. The task of acquiring knowledge
from documents will be discussed in the remainder of this section. The knowl-
edge acquisition phase results in speci�c demands on the knowledge bases as to
what knowledge to represent and how to formalize it.

2.1 Approaches to Knowledge Acquisition

A number of knowledge acquisition techniques (KA) have been developed within
the expert system community [Scott et al., 1991], whereas knowledge acquisition
has only recently become a research topic in work on natural language genera-
tion (NLG), see for instance [Reiter et al., 1997]. Reiter presents four knowledge
acquisition techniques, adapted from \standard" techniques in the expert sys-
tem community: direct acquisition of knowledge by asking experts, creating and
analysing a corpus, structured group discussions, and think-aloud sessions. The
latter two mainly serve to explicate the intentions underlying certain expert
decisions. At present, we are not concerned with documents that are of a per-
suasive nature, and therefore with the intentions motivating the production of
documents. Instead, we want to obtain data on the domain knowledge encoded
in documents and its realization through language. Thus, we restrict ourselves|
for the time being|to the former two techniques.1 Furthermore, we supplement
the knowledge acquired this way with knowledge from additional sources.

In a nutshell, we take a twofold approach to knowledge acquisition:

{ Analysing: We collect a range of multilingual documents from the present
application domain|maintenance instructions taken from di�erent domains
such as car manuals, aircraft manuals and household appliances|and per-
form a thorough analysis of the documents in the corpus in terms of content
and structure. A sample document from our corpus is given in �gure 1.

{ Supplementing:We supplement the resulting knowledge by knowledge ac-
quired from experts such as mechanical engineers and technical authors.
Further, we study relevant literature such as textbooks on technical docu-
mentation and mechanical engineering, guidelines and technical norms (e.g.
ISO and DIN norms). Supplementing comprises two aspects:
� enhancing the domain knowledge by simply adding more information,
� structuring the knowledge by introducing more abstract levels of repre-
sentation that combine the various fragments into a coherent whole.

Two additional points have to be mentioned with respect to the corpus
analysis phase before describing its results: First, we performed a contrastive
analysis|i.e. we studied a multilingual corpus containing German, English and
French texts, and second, the analysis was conducted manually. The reasons for
these decisions are as follows:

1 We are aware, however, that one would have to employ the latter two techniques,
too, if one wants to arrive at a complete picture of the knowledge contained in a
document.
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{ Contrastive: The central demand on the knowledge acquired by means
of corpus analysis is that|even though the knowledge is obtained from
natural language documents|it does not pertain to any speci�c language.
In other words, it is language-independent. One way to secure this is by
analysing data from various languages in parallel, because this makes it pos-
sible to abstract from the idiosyncrasies of a particular language. With this
end in view, we conducted a contrastive analysis of identical sections from
multilingual documents. Obviously, only non-linguistic knowledge and the
more abstract linguistic levels such as text type and discourse structure are
language-independent; syntactic and lexical knowledge naturally has to be
language-speci�c at a certain level of detail.

{ Manual: It is necessary to extract knowledge from documents that goes
well beyond lexical and syntactic resources, such as content and discourse
structure. However, this kind of knowledge cannot be derived from analysing
text alone, but only from analysing text in the context of a broader under-
standing of the world. Consider, for instance, the resolution of lexical and
syntactic ambiguities: These can in many cases only be resolved by employ-
ing nonlinguistic knowledge.
At present, there exist no automated tools that could perform either of the
analysis tasks in a satisfactory manner, thus we have to conduct a manual
analysis, however tedious this may be at times.2 Note, however, that this
analysis only has to be performed once as part of the initial knowledge
acquisition e�ort. The knowledge will then be readily available for use by
future applications situated in a similar domain.

As noted above, the corpus analysis was performed in terms of content and
structure of the documents. More speci�cally, this implies investigations into

{ content of documents: the domain knowledge underlying the document;
{ macrostructure: overall structure of the document type;
{ discourse structure: relations holding between parts of the text;
{ linguistic realization: lexical choice and syntactic structure.

We now describe the document analysis for each of these levels in turn, and
then present the results and their augmentation by means of other sources of
information in case they provide substantial supplements.

2.2 Content of Documents

In the initial step of the corpus analysis we examined the documents with respect
to what kind of domain knowledge they encode, and what kind of technical
knowledge is needed to interpret the domain knowledge correctly. The content
analysis aims at an informal characterization of the domain in terms of objects,
properties, actions, and relations holding between them. We noted no di�erences
in content between the multilingual variants of a document, as we had expected

2 Knowledge acquisition techniques for technical texts are a research topic in the
knowledge based systems (KBS) community, so powerful tools for, at least, ter-
minology extraction and semantic clustering should be available in near fu-
ture. Initial results are described in, for instance, [Dagan and Church, 1994]
[Justeson and Katz, 1995].
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given the present domain, technical documentations, and the target languages
involved.3

Objects, actions, and properties that are explicitly mentioned in the text pro-
vide the kernel of the domain knowledge. The sample text in �gure 1 introduces
a number of basic domain entities, for instance, engine, spark plug, dipstick,
tighten, remove, etc. Objects tend to be domain speci�c, whereas actions are of
a more general nature in that their use is not restricted to the domain of car
maintenance. Conducting a contrastive analysis of a multilingual corpus helps
to de�ne the more abstract level of representation, as described above. We will
return to this issue in the discussion of lexicalization, and in section 3.

The initial set of entities collected from the corpus has only a restricted
coverage of the domain. It contains only those concepts that actually occur in
the documents under consideration. Hence, there are obvious `gaps' where related
concepts are missing, where an enumeration is not complete, where properties are
not speci�ed, etc. In order to arrive at a more complete picture of the domain, we
took additional knowledge sources into account: Experts, product models from
industry, research literature, textbooks on mechanical engineering, and the like.

These steps resulted in a collection of `clusters' of domain entities, for in-
stance, a cluster of technical objects or one of connection types, with the clusters
not being related to each other. In a further step, these have to be coordinated
to form a coherent whole. Relations and concepts that act as links between frag-
ments can be de�ned with the help of additional knowledge sources. We will
return to this matter in section 3.

2.3 Macrostructure

The macrostructure characterizes the global semantic and pragmatic structure
of a particular text type. In other words, the macrostructure describes the char-
acteristic content of a text type in terms of typical parts (structural elements),
and the content that is usually conveyed by these parts.

We identi�ed the macrostructure for the given text type, maintenance in-
structions, by comparing several multilingual instances of this text type with
respect to recurring structures and content, and with respect to the function of
the recurring parts. There appeared to be no substantial di�erences between the
language-speci�c variants. The analysis provided an initial speci�cation of the
macrostructure, which we compared in a subsequent step to �ndings from lit-
erature on content and structure of technical documentation and to constraints
imposed by DIN norms. The resulting macrostructure for maintenance instruc-
tions can be captured by the following schema:

{ name of maintenance instruction
{ location of objects to be repaired/maintained
{ possible replacement parts/substances
{ preconditions that have to be satis�ed before activity proceeds
{ step-by-step description of activity
{ further advisory information or warnings

3 However, once we turn to other domains and languages (and thus cultures), which
are less closely related, we might encounter di�erences in content due to cultural
di�erences, too.
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Thread the new 
spark-plug in by hand

to prevent 
crossthreading

MOTIVATION

Figure 2: The MOTIVATION relation: Analysis of sample sentence.

The analysis further reveals constraints as to what kind of content may oc-
cur within a particular element. For instance, the activity element can con-
tain either of the three major categories of checking a part/substance, adding a
part/substance or replacing a part/substance [R�osner and Stede, 1992]. Either
of these presents a typical content speci�cation of the activity element. Note
that the macrostructure as presented above merely describes a potential, since it
contains optional and obligatory elements and is underspeci�ed with respect to
the ordering of elements. The obligatory elements and their order of occurrence
de�ne the document type. In our example, obligatory elements are name, replace-
ment and activity. Thus, any document instance that comprises the obligatory
parts in the speci�ed order and any number of optional parts will be classi�ed
as belonging to the type maintenance instruction.

2.4 Discourse Structure

While the macrostructure de�nes the global content structure of a document,
the discourse structure operates on a more local level (the microstructure): It
speci�es the structural and functional representation of a text and of parts of
a text down to sentence level. As such, it describes how text spans (parts of
the text) are related to each other semantically and rhetorically by means of
discourse relations to form a coherent text.

We use Rhetorical Structure Theory (RST) [Mann and Thompson, 1987] and
its set of rhetorical relations to describe how the contents of basic semantic ele-
ments are combined to form a coherent discourse and what the speci�c function
is that an element takes within the relation. In a nutshell, RST posits that dis-
course structure can be represented as a connected tree, where adjacent text
spans are linked by one of approximately 20 rhetorical relations. Most relations
link a nucleus to a satellite: The former is the central element, indispensable
for developing the argumentation in the text, whereas the satellite has a more
supportive role, presenting additional information. Consider, for instance, the
motivation relation, which holds between a text span presenting some kind of
action the writer intends the reader to perform (the nucleus), and a text span
presenting information that increases the reader's desire to perform the action
(the satellite). The satellite thus acts as a support for the information depicted
in the nucleus. An instance of the motivation relation is Thread in the new
spark plug by hand to prevent crossthreading, where to prevent crossthreading
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ALTERNATIVE MOTIVATION
AND PRECONDITION
BACKGROUND SEQUENCE
CONTRAST STEP{SEQUENCE
CONDITION UNTIL
ELABORATION VOLITIONAL{RESULT

Figure 3: RST relations in manuals

acts as support for instructing the reader to perform the action described in the
�rst clause in the speci�ed manner (thread in . . . by hand). The corresponding
analysis is given in �gure 2. Note that some relations, such as sequence and
contrast, do not have any satellite, but two or more nuclei.

An analysis of texts from our corpus revealed that only a subset of RST-
relations is employed in maintenance instructions [R�osner and Stede, 1992]. These
are mainly of the subject-matter type, that is discourse relations that reect se-
mantic relations holding `in the world' such as causality and temporality. These
relations are used to make the reader recognize that a particular semantic re-
lation holds between related text spans. However, the set of relations presented
in the initial work on RST turned out to be insu�cient: In order to cover all
the phenomena found in technical manuals, a number of new discourse rela-
tions have been introduced by [R�osner and Stede, 1992]. These are alterna-
tive, and, precondition, step-sequence, and until. Figure 3 presents the
set of rhetorical relations most frequently encountered in the corpus. Note that
only background and motivation are not of the subject-matter type.

RST turned out to be a useful formalism in a multilingual setting: For al-
most every section we investigated, the RST-trees for di�erent language versions
were almost identical; we observed no substantial di�erence between RST-trees
for English, German and French texts. In brief, the contrastive analysis of cor-
responding sections reveals discourse structure as a level of representation that
captures the commonalities of English, German and French text.

So far we have discussed what relations occur in the documents of our corpus.
In a further step of analysis, we investigated why a particular relation holds
at a particular point in the document. The following method was applied: We
produced paraphrases, i.e. alternative linguistic realizations, for a given text
span. Then, we compared the di�erent alternatives with respect to the e�ect
they have on the reader. Knowing about the reasons underlying the choice of a
particular discourse relation is crucial when it comes to producing documents
automatically from a knowledge base (see section 4).

2.5 Linguistic Realization

The �nal step consisted of analysing the linguistic realization of content struc-
tures and functions in the texts of our corpus. Linguistic di�erences between
English, German and French versions of the texts can be classi�ed into lexical
and syntactic ones (see [Grote et al., 1993] for an in-depth contrastive study).
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2.5.1 Lexical Choice

Lexical di�erences hold for the realization of noun phrases: For instance, Ger-
man features a proliferation of compound nouns that are expressed by entire
phrases in English (K�uhlervorderseite vs. front of the radiator). More interest-
ing lexical di�erences relate to the use of verbs in both languages. Quite often in
the corpus, a fairly general English verb coincides with more speci�c German or
French counterparts. To illustrate this point, consider the English and German
realization of the action of dissolving a connection. In English, it is in most
cases realized by remove regardless of the object involved, whereas the German
version displays several di�erent realizations [R�osner and Stede, 1992]:

Example 1.
(a) remove the dipstick den Tauchme�stab herausziehen
(b) remove the spark plug die Z�undkerze herausschrauben

(c) remove the oil �ller cap den �Oleinf�ulldeckel abnehmen

The German verbs convey additional information about the spatial charac-
teristics of the participating objects and the nature of the connection relation.
Another striking di�erence between English and German is that verbs may or
may not incorporate a portion of meaning that may otherwise be expressed by
an adverb, for instance, the English re-install, which incorporates the restitutive
character of the action as opposed to the German variant wieder anbringen (see
also [Grote et al., 1993]).

The results of the contrastive lexical analysis regarding granularity and in-
corporation have signi�cant consequences for the design of the domain knowledge
base. This will be further discussed in section 3.2.

2.5.2 Syntactic Structure

The contrastive analysis of syntactic structures was performed in the follow-
ing way: When the syntactic structures between corresponding text segments
were incongruent, we �rst took the structure of the expression found in one lan-
guage and tried to gloss it in the other one, and vice versa. If both resulted
in an acceptable rephrasing and we could detect no obvious reasons for the
choice of one construction over the other, we took them to be mere variations
[Grote et al., 1993]. All cases where glossing did not lead to an acceptable sen-
tence underwent further analysis in order to capture the reasons for choosing a
particular construction over another.

The most striking di�erence relates to the use of complex participles or
prepositional phrases in German, where in English the same content has to be
expressed by a subordinate clause. Example (2) illustrates the use of a preposi-
tional phrase in German as opposed to a subordinate clause in English:

Example 2.
(a) Den K�uhlmittelstand im Reservetank bei normaler Betriebstemperatur des
Motors kontrollieren.
(b) Check the coolant level in the reserve tank when the engine is at normal
operating temperature.

Finally, we �nd certain phenomena pertaining especially to our text type.
In maintenance instructions, the reader is addressed with the imperative mood
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in English, whereas in the German texts we �nd a|more polite|in�nitive con-
struction:

Example 3.
(a) Read the dipstick level.

(b) Den �Olstand ablesen.

The analysis results in a speci�cation of the range of phenomena to be covered
by the linguistic knowledge bases. Obviously, the phenomena are not limited to
the ones described in this section, these are only the most important ones.

Linguistic resources, such as lexicon and grammar, that are to be employed
in the automatic production of multilingual technical documents thus need to
have a broad coverage, be multilingual, and support exible lexicalization.

3 Knowledge representation

Once the knowledge contained in documents of a speci�c domain has been accu-
mulated, the question of how to represent and formalize that knowledge arises.
To manage this task, we can employ insights gained in the acquisition phase. In
particular, the knowledge acquisition phase supplies:

{ a collection of objects and actions of the domain together with relations
holding between objects;

{ a description of linguistic and syntactic phenomena to be covered;
{ an informal description of the text type under consideration.

The knowledge acquisition phase contributes in another signi�cant way to man-
aging the representation task: Experiences from that phase help to judge the
relevance of di�erent aspects of the domain under consideration, and thus facili-
tate decisions on which entities to represent and which ones to omit. In combina-
tion with the requirements imposed by the application in mind, this provides a
good starting point for choosing an adequate knowledge representation paradigm
and an implementation system. In section 3.1, we discuss this decision process,
while section 3.2 sketches the formalization of the knowledge within the chosen
paradigm.

3.1 Requirements Analysis and Representation Decisions

In addition to the requirements imposed by the domain entities to be represented,
we can postulate two further demands on the domain knowledge. These are
motivated by the intended usage of the knowledge sources and by potential
applications:

{ The knowledge sources should be usable for the generation of multilingual
technical documents.

{ The represented knowledge should be in a state that permits sharing among
di�erent applications, and reuse for purposes other than multilingual gener-
ation.
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The �rst requirement accounts for the fact that the use of generation techniques
in the production of multi-lingual documents has substantial advantages over the
traditional approach of creating monolingual documentations and then translat-
ing them into other languages.4 On the other hand, generation techniques require
a high initial e�ort in knowledge acquisition and knowledge representation. Even
though this is partially justi�ed by the bene�ts of that approach, the initial e�ort
constitutes the main obstacle on the way to real applications.

These considerations suggest the need for a better cost-bene�ts ratio, which
in turn motivates the second requirement: A signi�cant improvement of knowl-
edge capitalization can be achieved by sharing and reusing knowledge sources
developed within a particular application. Here, knowledge capitalization names
the surplus between the costs of producing and maintaining knowledge bases
on the one hand, and the bene�ts from having a knowledge base at one's dis-
posal on the other hand. Other de�nitions focus more on methods to maximize
the bene�ts. For example, [Simon, 1996] de�nes knowledge capitalisation as \the
process which allows to reuse, in a relevant way, the knowledge of a given domain,
previously stored and modelled, in order to perform new tasks".

One way to realize knowledge sharing and reuse is by means of ontologies.
According to [Uschold and Gruninger, 1996], an ontology is \an explicit account
or representation of (some part of) a conceptualization."; and a conceptualization
is regarded as a \world view with respect to a given domain, which is often con-
ceived as a set of concepts (e.g. entities, attributes, processes), their de�nitions
and their inter-relationships".

The two demands on the domain representation discussed so far have sub-
stantial consequences for the design of the knowledge bases as such. In particular,
these are:

{ Reusable domain knowledge and knowledge concerning an instance of a prod-
uct have to be clearly separated. This is commonly achieved by introducing
abstraction barriers. We distinguish two levels of representation: an abstract
technical model, which can be exploited for other purposes than the intended,
and a product speci�c model.

{ Concepts and the relationships holding between concepts of the abstract
technical model have to be modelled within an ontology.

{ Domain knowledge has to be language-neutral, in other words, it has to be
modelled in such a way that it is not biased towards any particular natural
language. This is an imperative when generating text in di�erent languages
from the same formal content representation.

{ The representation has to permit an easy integration of linguistic and domain
knowledge.

We identi�ed description logic as a knowledge representation paradigm that
makes it possible to build knowledge bases in line with the design decisions we
have taken [Liebig and R�osner, 1996a]. This paradigm allows us to formalize ab-
stract descriptions by supporting hierarchical concepts and relations including
multiple inheritance. Concepts can be de�ned in such a way that they reect
important properties of and di�erences between concepts, which is a charac-
teristic feature of ontologies. In the area of natural language generation, the

4 Section 5 provides a detailed discussion of the advantages of multilingual document
generation
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main inference capability of description logic, automatic classi�cation, can sup-
port the tasks of content determination, text planning and surface realization
[Reiter and Mellish, 1992].

We have chosen Loom [LOOM, 1991], a LISP-based descendent of the KL-
ONE family [Brachman and Schmolze, 1985], as the implementation system.
The decision was motivated by the empirical analysis of six terminological rep-
resentation systems presented in [Heinson et al., 1994], which identi�ed Loom

as the most expressive and fastest system.
Furthermore, Loom is a hybrid formalism that, in addition to description

logics, supports other paradigms like forward and backward chaining rules and
object orientation. Those are of great help when formalizing the more procedural
part of technical knowledge [Liebig and R�osner, 1996b]. Finally, the decision was
inuenced by the layout of other modules of the system to be: The sentence gen-
erator we are using (see section 4) also employs Loom knowledge bases; staying
with that representation system facilitates the cooperation between linguistic
and domain knowledge.

3.2 Knowledge Formalization

In general, we are concerned with the formalization of two types of knowledge:
Abstract technical and product speci�c knowledge on the one hand, and linguis-
tic knowledge on the other hand. In this section, we will restrict the discussion to
the former type and its formalization within the framework of description logic.
Linguistic sources such as grammar and lexis are more adequately represented
using representation formalisms that are explicitly designed for linguistic pur-
poses. Their representation will be subject of section 4.2. An exception to this
is the Upper Model [Bateman et al., 1994], a linguistically motivated ontology
which serves as an interface between linguistic and non-linguistic knowledge,
and which is formalized in the framework of description logic (see section 3.2.3).

3.2.1 Technical and Product Model

The analysis of technical documentations provides objects, actions, properties,
and relations between them. In order to arrive at a formal conceptualization of
these entities, we took the following steps in the design of the knowledge base:5

{ grouping related entities (objects and relations), determining their common-
alities, and describing them by means of properties;

{ determining abstract descriptions which cover a wide range of phenomena;
{ ensuring that conceptualizations made in a particular language are also re-
ected in the formal representation;

{ realizing a modular description on di�erent levels.

To illustrate these points, we present examples taken from the current domain
for each of the design decisions. In this way we describe the inuence of these
design decisions on the actual layout of the knowledge bases.

Entity grouping and the description of common properties: A num-
ber of entities in the technical domain share common properties. They are

5 Design decisions for knowledge bases are discussed in a number of articles, see for
instance [Brachman et al., 1991].
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Figure 4: The conceptualization of connections

grouped together, and a more abstract superconcept is introduced that denotes
the set union of these entities. Take, for instance, objects occurring in the doc-
ument on changing spark plugs (given in the sample text in �gure 1) and in
similar texts that instruct the reader on how to change oil or how to check
the coolant level. An analysis of the objects led to the introduction of several
abstract concepts such as technical-item (spark plug, spark plug wire), tech-
nical-instrument (spark plug wrench, screw driver), measuring-instrument
(dipstick, coolant thermometer), container (oil tank, coolant tank), machine
(engine), vehicle (car), to name a few. The common properties of these abstract
concepts in turn are covered by the concept technical-object.

Abstract description of phenomena: There are several starting points
for a more abstract description of domain speci�c concepts and relations. An
important abstraction is captured by part-whole relations. In our domain they
mainly hold between technical objects. A spark plug, for instance, is part of
an engine, which is in turn part of a car. The part-whole relation has been
studied in previous work (e.g. [Winston et al., 1987], [Artale et al., 1996]), where
several part-whole relations are distinguished and where problems regarding the
transitivity of this relation are pointed out. In analogy to the inheritance of
properties from superconcepts to their subconcepts, properties of the whole can
be inherited by their parts and vice versa (vertical relationship). Furthermore,
properties of parts can a�ect properties of other parts (horizontal relationship).
Hence, our conceptualization has to reect these di�erent part-whole relations
and the transitivity of the di�erent part-whole relations. For a detailed discussion
of the part-whole relation and an abstract conceptualization within the technical
domain see [Liebig and R�osner, 1996b] and [Liebig and R�osner, 1996a].

Lexical inuences on the conceptualization: The actual de�nition of a
taxonomy for a certain area of the domain knowledge strongly interacts with re-
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sults from the lexical analysis. In section 2.5.1, we introduced di�erent lexical op-
tions for realizing one and the same concept (the disconnect-resolvable-con-
nection action), which are available in English and German respectively. These
di�erent lexicalizations reect di�erent restrictions on the type of connection
concerned and on the object involved in the action. For instance, lexicalizations
may di�er with respect to the level of granularity in which they reect di�erences
between connection types. To give an example: The analysis in section 2.5.1 re-
veals that the German verbalization of a disconnect-resolvable-connection

action is sensitive to the connection type: Herausziehen occurs when objects are
connected with a stick-in-connection, whereas abziehen is chosen if objects
are connected by means of a stick-on-connection. English does not mirror
this discrimination in the choice of lexemes. In a nutshell, a representation of
objects, actions and relations, which can support the appropriate verbalization of
the disconnect-resolvable-connection action in English and German, has to
reect the di�erent connection types and their distinguishing features. Examples
are thread connections (threaded-joint) and connections that are established
by sticking some object into or onto another object (stick-connection).

Figure 4 shows a detail from the taxonomy for connections.6 The taxonomy
also reects the state of a connection (state-of-connection), such as whether
the connection holds or does not hold. As states play an important role for the
conceptualization of actions, we will return to states in the next subsection.

Modular description: Since all the phenomena described so far (part-whole
relation, connections) provide abstract means for formalizing many technical
objects, we place them in the abstract technical model. In this view, the abstract
technical model contains a collection of related ontologies. As we emphasized in
section 3.1, a modular layout of the knowledge bases facilitates the reuse of
parts of the knowledge base. This increases the bene�ts of the initial knowledge
acquisition e�ort.

The conceptualization of the abstract technical model draws heavily on a
supplementing analysis of additional knowledge sources. The abstract technical
model is the very place where the additional knowledge that is employed by
the reader when interpreting a given technical documentation is represented
explicitly. As already mentioned in section 2, additional knowledge sources such
as textbooks and encyclopedias are used to acquire the information implicitly
contained in natural language texts. Textbooks, especially those on mechanical
engineering, often contain taxonomies of domain entities as well as di�erentiation
criteria (see for instance [Roth, 1982]), which can be exploited in setting up the
abstract technical model.

3.2.2 Plan Structures

Instructive texts can be well formalized by means of plans, which represent com-
plex actions [Fikes and Nilsson, 1971]. Complex actions can be decomposed into

6 We use the following notational conventions: Concepts are denoted by ellipses,
whereas instances are denoted by rectangles. The is-a relation between concepts
and the is-instance-of relation between an instance and a concept is indicated
by arrows, while other relations between concepts are indicated by a line, labelled
with the relation name. If several sister concepts represent a disjoint covering of a
superconcept, such as the states connected and disconnected in �gure 4, they are
connected to the superconcept by branching arrows.
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Figure 5: The conceptualization of plans

replace-spark-plug plan plan

status command

step clean-any-dirt step
disconnect-spark-plug-wire step
remove-and-discard-old-spark-plug step
thread-in-new-spark-plug step
tighten-new-spark-plug step

hint tighten-but-prevent-overtighten hint
caution-improper-heat-range hint

Figure 6: The representation of the instructive parts in the sample text (�gure 1)

a sequence of actions. Figure 5 presents an abridged version of our formaliza-
tion of actions and plans. For a given plan, the relation step, as depicted in
�gure 5, contains a sequence of complex or elementary actions. An action is ele-
mentary if the act relation is �lled with an action instance, and complex if the
refinement relation is �lled by another plan instance. Each action and plan is
associated with a set of conditions necessary for the action or plan to be applied,
the preconditions, and a set of facts that hold after the action or plan has been
performed, the postconditions. Within a situation we represent an incomplete
description of the state of objects in the world. When an action is performed,
the state of the objects that participate in this action may be modi�ed. Thus,
actions transform a given situation into a new one.

According to their di�erent pre- and postconditions one can di�erentiate
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between three types of connective-actions in our domain: resolve-connec-
tion-action, modify-connective-action and create-connective-action.
In �gure 8 the conceptualization of connective actions is presented. Each of
these actions alters the state of a connection within a given situation. States
of connections are represented by the subconcepts of state-of-connection in
�gure 4. A create-connective-action, for instance, establishes a connection
between two unconnected objects and thus alters the status of the connection
from disconnected to loose-connected, whereas after the application of a
resolve-connective-action, the connection state changes in the opposite di-
rection.

In addition to the pre- and postconditions, warnings on potential errors and
further advisory information such as information on trouble-shooting and on
possible dangers that may occur when performing this action may be attached
to an action. These elements correspond to the structural elements precondi-
tions, activity and warnings in the macrostructure of maintenance instructions
presented in section 2.3. To illustrate this point, consider the sample text in
�gure 1: The instructive parts of this text (how to replace spark plugs) can be
modelled as a plan containing four steps and two hints. The corresponding plan
representation is given in �gure 6.7

3.2.3 Upper Modelling

We employ the Upper Model (as described in [Bateman et al., 1994]) to bridge
the gap between non-linguistic knowledge encoded in the product speci�c model
and the abstract technical model, and linguistic knowledge. The upper model is a
linguistically motivated ontology, whose classi�cations of entities reect semantic
distinctions in at least one of the target languages. As such, it o�ers a way
of de�ning objects, actions and properties by supplying a hierarchy of general
concepts, which are domain and task independent.

There are several approaches to linking domain knowledge to the upper
model, in other words, to relating non-linguistic to linguistic knowledge. In the
present application, we realized the linking by subordinating entities of the ab-
stract technical model to upper model concepts. This has been mainly motivated
by design decisions of the current implementation, for another more exible ap-
proach, which is motivated by work in lexical semantics, see [Stede, 1996].

To illustrate our approach, consider the taxonomy in �gure 7. It exempli�es
the connection between the upper model, the abstract technical model and the
product speci�c model for particular concepts. In this example, the concept
connective-action, as a part of the abstract technical model, is related to the
upper model by subordinating it to the upper model concepts dispositive-ma-
terial-action, material-process, process and thing.

As the concepts of the abstract technical model and the product speci�c
model are subconcepts of the upper model, they inherit the relations de�ned for
their superconcepts in the upper model. Consider the concept disconnect-re-
solvable-connection in �gure 7, which is a subconcept of the concepts pro-

7 We use the following notational conventions to describe instances of the knowledge
base: The heading of the table contains the name of the instance on the left side and
the name of its direct superconcepts on the right side. In the body of the table for
every relation the relation name is given on the left side and the range of relation
under consideration on the right side.
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Figure 7: The association of connective action with the upper model

cess, material-process and directed-action. The concept process intro-
duces the participant relation to those objects that partake in a process. This
relation is further specialized by the subrelations actor and actee, which are
de�ned by material-process and directed-action. Both relations describe
the role an object takes in a given process.

Recall the instructive parts of the sample text, which describe how to change
the spark plugs and their formal representation in �gure 6. The second step dis-

connect-spark-plug-wire step contains a reference (within the act relation)
to the elementary action disconnect-spark-plug-wire action. The represen-
tation of the plan step and the action is given in �gure 8. Within the action
instance disconnect-spark-plug-wire action, �llers for the relations de�ned
by upper model concepts are given. Figure 7 shows how this action instance is
related to concepts within the upper model and the abstract technical model.

4 Expressing the Knowledge: The TECHDOC Generator

We have already stressed the importance of documents within the product life
cycle, and in particular noted the importance of automating access to the knowl-
edge contained in these documents. A prerequisite for that is the formal repre-

971Roesner D., Grote B., Hartmann K., Hoefling B.: From Natural Language Documents to ...



disconnect-spark-plug-wire step step-of-plan

act disconnect-spark-plug-wire action

disconnect-spark-plug-wire action disconnect-resolvable-connection

actor reader instance

actee spark-plug-wire instance

Figure 8: The representation of a single step within the plan in �gure 6.

sentation of the knowledge of a particular domain, especially that knowledge
that is expressed|be it explicitly or implicitly|in documents situated in the
domain under consideration. An initial formalization of technical knowledge,
more speci�cally knowledge expressed in car manuals, has been attempted in
section 3. The next step is to validate the resulting knowledge bases with re-
spect to a particular practical application. The application we have opted for
supports our view of documents as a particular view on knowledge: the auto-
matic production of documents from a common underlying knowledge base. The
quality of the documents will give valuable feedback to the representation phase.

To meet this goal, we have developed the TechDoc system, a multilin-
gual text generation system that automatically produces a particular type of
document|multilingual technical manuals in English, German and French|
from a common knowledge representation. The generated documents reect a
particular view on the knowledge: Given some parameters such as level of ex-
pertise of the reader, language and text type, the TechDoc generator creates
di�erent documents from the same knowledge pool. In this way, the TechDoc
system can be regarded as a proof of concept, as it demonstrates the feasibility
of our understanding of the interaction between knowledge bases and natural
language documents.

In the remainder of this section, we describe the TechDoc prototype and
the state of implementation in detail, and then present a sample run of the
generation process as it has been implemented so far.

4.1 System Architecture

The overall architecture of the TechDoc text generation system is given in
�gure 9. A detailed description of the TechDoc text generation system is given
in [R�osner and Stede, 1994] and [R�osner, 1994]. The system components fall into
three major groups:

{ knowledge sources:
� knowledge bases of di�erent types and abstraction levels,
� linguistic resources like multilingual grammars and lexica,

{ processing modules that transform one level of representation (data struc-
tures) into another,
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Figure 9: The TECHDOC System Architecture

{ interfaces that support the user-system interaction.

Not all processing modules are worked out in detail and hence are not fully
integrated. Some aspects need further investigation and veri�cation, and are
subject to current research. We will go into some of these issues in section 4.3.

The TechDoc system is based on knowledge bases encoding product spe-
ci�c knowledge and more abstract technical knowledge, schematic text structure
and task representation as described in section 3. These knowledge sources are
implemented in Loom. TechDoc takes as input an instance of a plan, i.e.
a formal representation of a speci�c task, together with other elements from
the macrostructure (document structure, see section 2.3), such as name, loca-
tion, warning, etc. Starting from this representation, a language-independent
discourse structure is generated. This step includes selecting what to express,
deciding on the textual representation of selected content structures and impos-
ing a partial ordering on them. The basic elements at this level of representation
are (complex) RST relations (see section 2.4). In a subsequent step, the discourse
structure is broken down into clause sequences. This transformation must deter-
mine:

{ clause boundaries,
{ syntactic structure of single clauses,

973Roesner D., Grote B., Hartmann K., Hoefling B.: From Natural Language Documents to ...



{ theme of clauses,
{ appropriate referential expressions (pronouns, de�nite or inde�nite descrip-
tions) within clauses, and

{ linguistic realizations (e.g. function word or phrases) that signal rhetorical
relations.

In [R�osner and Stede, 1992] a pattern-based algorithm is proposed that incor-
porates linguistic and semantic constraints and preferences to transform a plan
structure into a discourse representation. A more complex treatment of the text
planning tasks are currently investigated within the research group.

The resulting sentence plans, speci�ed in the sentence planning language
(SPL) [Kasper, 1989], are successively handed over to the sentence generation
module. As a front-end generator, we employ the Penman [Mann, 1983] sen-
tence generator, which has been enhanced by German and French grammars
and separate morphology modules. Penman takes an SPL expression as input
term from which it generates sentences in either English, German or French. In
a �nal step, the document structure is exploited for an automatic formatting
of the output text. The formatting module take the output medium (screen or
printed) into account, and realizes generated text in the selected format (e.g.
ASCII, SGML, HTML, LATEX).

Our approach to treat documents as speci�c views on the underlying knowl-
edge bases is particularly well demonstrated by the hypertext versions of the
generated text. Elements in the text are linked to the underlying knowledge
base instances that gave rise to their existence. The user can use the text as a
query interface to the knowledge sources, for instance, s/he can prompt for ad-
ditional information about a technical object or action by simply clicking on the
respective noun phrase or verbal structure. In this sense, documents are `active',
and can change the view on the knowledge base in response to user interaction.

4.2 Linguistic Resources

The sentence generator requires linguistic resources|grammar, lexica|and the
upper model as the interface between non-linguistic and linguistic knowledge to
produce well-formed output. The linguistic resources have to meet the require-
ments identi�ed in section 2.5. In the following, we give a short account of the
linguistic resources as employed by the Penman sentence generator.

4.2.1 Syntactic Knowledge

Syntactic and some lexical knowledge is encoded in a systemic-functional gram-
mar [Halliday, 1985], [Matthiessen and Bateman, 1991]. Such a grammar is or-
ganized around systems and choosers. Each system represents a minimal se-
mantic di�erence, and a chooser represents the criteria for choosing between
the alternatives (or features) a system o�ers. Choosers are organized as decision
trees, which post inquiries to knowledge bases and other external information
sources at each decision point. Thus, choices in the system network (grammar)
are ultimately constrained by the context in which an utterance is produced.
While traversing the grammar, a set of features is accumulated, which gives
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imperative

indicative

declarative

interrogative

Subject^Finite

Chooser with

wh

yes/no

Wh^Finite
+Wh

Finite^Subject+Subject

(Subject)
Mood

COMMAND? QUESTION? POLARITY?
inquiry

network
System

clause

Figure 10: The system network realizing MOOD [Matthiessen and Bateman, 1991].

rise to a speci�c linguistic realization. Penman builds natural language sen-
tences from sentence plans as a side-e�ect of traversing the system network of a
systemic-functional grammar.

Figure 10 shows part of the system network and the corresponding choosers.
The network can be interpreted as follows: It describes some of the options avail-
able in the realization of mood, i.e. whether a clause is realized as declarative,
interrogative or imperative. These are options in the network (declarative,
interrogative, imperative). A choice among these features has to be made
for every clause, therefore the feature clause acts as entry condition to the net-
work. Each feature has associated realization statements, which posit constraints
on the resulting linguistic realization; for instance, by selecting the branch in-

dicative, a subject is introduced to the clause (+Subject). Realization state-
ments are given in boxes below the feature they are associated with. + triggers
the introduction of an element, and ^ indicates the order of elements. As al-
ready mentioned, choices among alternative features are made by choosers that
query the knowledge bases. For instance, the choice between imperative and
indicative is performed by a chooser that inquires whether the utterance is
intended as a command or not. In case the answer is `command', the impera-
tive feature is chosen and the mood can be realized, in case the answer is `no
command', indicative is selected and further choices have to be made.

4.2.2 Lexical Knowledge

Lexical knowledge can be of two kinds: On the one hand, we observe a one-
to-one correspondence between concepts and lexemes. In this case, we simply
introduce a lexical rule stating this correspondence. In our domain, for instance,
the concept dipstick is always mapped on the German lexeme Tauchme�stab
and the English dipstick. More frequently, we encounter cases as described in
section 2.5, where German and English di�er with respect to granularity, and
hence, one and the same concept is realized di�erently in di�erent contexts.
This requires a more complex treatment. We deal with this phenomenon by
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Figure 11: Lexical rules for German and English disconnection concepts

introducing lexicalization rules that invoke �ller restrictions for the roles of the
concept to be lexicalized.

Figure 11 presents decision trees that produce adequate German and English
lexemes for the action of disconnecting a dissolvable connection. A detailed dis-
cussion of these lexicalization rules follows in the next section, where we present
a sample run of the TechDoc generator.

4.3 Example

This section illustrates the automatic production of documents by means of a
detailed example, the spark plug text from �gure 1. For reasons of comprehen-
sibility and space, we will restrict the discussion to a subpart of the text, the
second half of the text starting with the enumeration. These paragraphs realize
the structural elements activity and warnings.

The activity element comprises a step-by-step description of an activity even-
tually to be performed by the user, whereas the element warning realizes further
advisory information or warnings. Both elements can easily be represented as
partial plan structures (see section 3.2.2), in this case by the plan instance re-
place-spark-plug plan ; the corresponding representation on the knowledge
level has already been introduced in �gure 6. Here, the activity element is ex-
pressed by the step relation, the warning element matches the content of the
hint relation. The text generation system takes plan instances as input; see
�gure 9 for an outline of the generation process.

In a �rst step, the plan structure is transformed into a discourse structure,
with the plan elements acting as leafs in the discourse tree. Figure 12 shows the
discourse structure that has been built automatically from the replace-spark-
plug plan. In order to facilitate the coreference between plan and discourse
elements, we list the plan elements again and assign numbers to them:
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Figure 12: The discourse structure built from the plan structure in �gure 6.

1 clean-any-dirt step
2 disconnect-spark-plug-wire step
3 remove-and-discard-old-spark-plug step
4 thread-in-new-spark-plug step
5 tighten-new-spark-plug step

6 tighten-but-prevent-overtighten hint
7 caution-improper-heat-range hint

These numbers are used in the discourse structure in �gure 12 to refer to a plan
element. Plan steps 1 to 5 enter into a sequence relation. Hints 6 and 7 are
governed by a motivation relation. Both subtrees are combined by a joint

relation. We noted earlier that the plan structure as presented in �gure 6 has
not been fully expanded: The plan steps can be further re�ned by subplans
and actions, containing information on their pre- and postconditions, giving rise
to a more �ne-grained discourse structure. At present, the transformation of
plan structures to discourse structures is performed in a straightforward manner
without accounting for all the interdependencies between the di�erent tasks of
the transformation step as listed in section 4.1.

The discourse representation, that is, plan elements from the plan structure
(which are the leaf nodes in the tree) and the discourse relations holding between
them, are then passed to the sentence planner, which is responsible for linearising
the tree and building SPLs. A sample SPL, constructed from the disconnect-
spark-plug-wire action instance given in �gure 8), is shown in �gure 13.

An SPL term has the form (Variable / Type Attribute*), where Type

refers to a concept in the knowledge base. The sample SPL term in �gure 13 in-
vokes the concepts disconnect-resolvable-connection, person, and spark-
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(drc / disconnect-resolvable-connection

:actor (reader_instance / person)

:actee (spark-plug-wire_instance / spark-plug-wire)

:speechact command)

Figure 13: An SPL expression built from the instance in �gure 8.

plug-wire. The instance reader instance denotes the addressee of the utter-
ance. Attributes describe the functional roles of speci�ers, modi�ers or comple-
ments of the head element. In our example, the head disconnect-resolvable-

connection, which is a subconcept of process as shown in �gure 7, has the
attributes actee and actor. In addition to the propositional knowledge encoded
by domain concepts and relations, the SPL from �gure 13 contains information
on the speech act (:speechact command). The �ller of the speech act role has
been derived from the �ller command of the status relation within the sample
plan given in �gure 6. In case the status is instantiated with description, the
sentence plan for disconnect-spark-plug-wire action would contain the line
:speechact assertion.

In the sentence planning module, SPLs are built for all leaf elements of the
discourse structure. These are then successively passed to the sentence generator
for syntactic and lexical realization.

The SPL in �gure 13 triggers the generation of Disconnect the spark plug
wire and Die Z�undkerze abziehen. The corresponding assertional variant is The
reader disconnects the spark-plug-wire and Der Leser zieht die Z�undkerze ab.
These di�erent realizations are due to di�erent instantiations of the speech-

act role. The �ller command will eventually give rise to the imperative mood, as
described in the discussion of the mood system from �gure 10. In case the speech
act is instantiated with assertion, the features indicative and declarative

from the mood network are selected by the relevant choosers, thus yielding a
declarative sentence.

Let us now turn to the lexicalization: We have already mentioned in sec-
tion 2.5 that German and English di�er regarding the verbalization of processes.
Hence, we introduce a set of lexicalization rules (see also �gure 11). These rules
help to transform the language-independent SPL expressions into well-formed
verbalizations in di�erent languages.

Consider the SPL given in �gure 13, which contains the disconnect-re-

solvable-connection action. The lexical realization of this action in German
depends on the connection type referred to. Using the information on connection
types given in �gure 4 in the previous section, the lexical realization depends on
whether a screw-connection or a stick-connection should be resolved. For
actions of the type stick-connection further decisions depend on whether the
connected parts stick in or on another, and for actions of the type screw-

connection on the object of the disconnecting action. When the object is a
subconcept of the concept screw, one would use the term herausschrauben (screw
o�), but when it is a subconcept of the concept cap (e.g. oil-filler-cap), one
would prefer the term abnehmen (take o�). In English, the disconnect-resolv-
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Spark plugs

1. Clean any dirt o� the spark plug base.
2. Disconnect the spark plug wire, remove the old plug, and discard it.
3. Thread in the new spark plug by hand, in order to prevent a cross-threading.
4. After the plug seats against the cylinder head, tighten the plug securely with a

spark plug wrench, in order to compress the washer.

CAUTION: The spark plugs must be tightened securely, but they shouldn't be over-
tightened. A plug that is too loose can be very hot, and it can possibly damage the
engine, but a too tight plug could damage the threads in the cylinder head.

Z�undkerzen

1. Jeglichen Schmutz von der Z�undkerzenbasis entfernen.
2. Das Z�undkabel abziehen, dann die alte Z�undkerze herausschrauben und sie weg-

werfen.
3. Die neue Z�undkerze von Hand einschrauben, um Gewinde�uberschneiden zu ver-

meiden.
4. Nachdem die Z�undkerze dem Zylinderkopf aufsitzt, die Z�undkerze fest mit einem

Z�undkerzenschl�ussel anziehen, um den Dichtungsring zusammenzupressen.

ACHTUNG: Die Z�undkerzen m�ussen fest angezogen werden, aber sie sollten nicht
�uberdreht werden. Eine Z�undkerze, die zu lose ist, kann sehr hei� sein, und sie kann
den Motor m�oglicherweise besch�adigen, aber eine zu feste Z�undkerze kann die Gewinde
in dem Zylinderkopf besch�adigen.

Figure 14: A snapshop of a multilingual text generated by the TECHDOC system

able-connection action in the sample SPL would be realized by disconnect due
to the lexicalization rule given in �gure 11, which states that in case the object
is a cable or its subconcept, disconnect is the proper realization, while in all
other cases the system would opt for remove.

Figure 14 shows the system output for the replace-spark-plug plan after
it has been processed by the formatting module. The text reects the current
state of implementation of the prototype. Note that the texts still contain minor
syntactic errors and some awkward lexical choices, but these can be removed by
extending the grammar coverage and �ne-tuning the lexical rules. More impor-
tantly, the texts convey the content to be realized in a satisfactory manner. In
addition, they account for syntactic and lexical peculiarities of English and Ger-
man, as identi�ed in section 2. For instance, in the German version, directives
are realized using an in�nitive construction, whereas English uses the imperative.
These di�erences do not pose any problems to multilingual generation, since all
processes that are involved in mapping the abstract content representation to
the linguistic surface are tailored towards the languages to be realized.

5 Knowledge Management

The �rst three stages of the knowledge engineering process have been described
in the previous sections: the acquisition of knowledge, the representation and
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formalization of that knowledge, and �nally its application. The latter plays a
crucial role in the entire knowledge engineering process as it serves as a test
bed for design decisions made in earlier phases. Feedback from this phase may
yield changes in the knowledge bases, thus necessitating knowledge management
facilities. The capitalization of knowledge makes further demands on the knowl-
edge management task. As noted above, acquisition and representation of the
knowledge required for a particular application and in a particular domain are
time-consuming and cost-intensive. This ascribes a major role to the capital-
ization of knowledge in order to make the acquisition and representation e�ort
worthwhile. In general, there are two possibilities to improve capitalization: by
reducing the cost of creation and maintenance, and by increasing the bene�ts
of a knowledge base. In this section, we will discuss how the initial costs for
creation can be reduced, how maintenance can be optimized, and how capital-
ization can be increased by changing the way in which knowledge is managed in
an enterprise.

5.1 Bene�ts

Our approach of representing knowledge in an explicit and sharable way instead
of describing it by means of natural language texts (documents) has a lot in com-
mon with the broader area of corporate memory. In [van Heijst et al., 1996] a
corporate memory is de�ned as \an explicit, disembodied, persistent representa-
tion of the knowledge and information in an organization". A major advantage
of a corporate memory is that by storing corporate know-how explicitly and
making it available to the whole company, an enterprise's competitiveness in the
marketplace can be improved [K�uhn and H�oing, 1994]. This is, above all, due
to the reduced risk of loss of information (experts may leave), better information
ow (fast and easy access) and a reduction in the time and demands placed on
human experts.

We argued above that at present, natural language documents constitute one
of the major resources for the knowledge accumulated during product develop-
ment and the product life cycle. We then demonstrated in an exemplary way how
it is possible to arrive at an explicit representation of the knowledge contained
in documents. The resulting knowledge bases could potentially be treated as a
corporate memory of technical know-how in the car domain|of course, they
would still have to be enriched.

An important observation regarding corporate know-how is that it is not
static but changes over time. This could lead to problems regarding consistency
and completeness of technical documentations. A crucial bene�t of taking doc-
uments as a particular view on a common underlying knowledge base, and of
producing documents from that knowledge base, is that changes in the corporate
memory immediately �nd their expression in documents. In a nutshell, changes
and updates need only be performed at one place, within the common represen-
tation; they will then be propagated to all new document versions produced from
that knowledge base. Former versions will still be available. Obviously, this will
improve the e�ectiveness of the information ow inside (and outside) a company
considerably, since documents can be produced on demand, always reecting the
current state of the know-how. Further, documentation is constantly available in
di�erent languages for enterprises operating internationally and can be tailored
to di�erent users, levels of detail and situations.
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A major bene�t from using knowledge bases rather than documents for pre-
serving a company's know-how is that this knowledge is sharable, i.e. the knowl-
edge bases can be exploited by further applications in addition to the genera-
tion of multilingual technical documents. This holds for the abstract technical
model; representing that model in a sharable and reusable way facilitates the
realization of other types of applications. For instance, one could employ the
knowledge for the qualitative simulation of instruction steps in order to check
for completeness and applicability of a plan. Further, we are experimenting with
the automatic derivation of hints and warnings. For example, if an action has
an undesired side-e�ect, one might want to communicate potential dangers to
the reader. Both applications are described in more detail in [R�osner, 1994] and
[Liebig and R�osner, 1996b].

5.2 Costs and Possible Optimization

The bene�ts of having access to corporate know-how on the domain are partially
balanced by the costs of acquiring such knowledge. An initial approach to knowl-
edge acquisition by analysing natural language document has been described in
section 2. At �rst glance, this seems to be a tedious, costly and time-consuming
task, which is hardly outweighed by the bene�ts of the resulting knowledge bases.
However, we can only judge the acquisition e�ort correctly when taking a long-
term perspective on this matter. There is no doubt that knowledge acquisition
does not pay-o� if the knowledge bases are only used for one particular applica-
tion and for a short period of time, and if knowledge sources constantly undergo
signi�cant changes.

When taking a closer look at the nature of the di�erent knowledge sources
under consideration, we notice the following: Most of the linguistic knowledge,
like grammars and lexica, will remain stable over time. The macrostructure of
a certain text type will not change either, it just might have to be adapted
to changes in DIN (or ISO) norms. Similar document types can be de�ned as
variants of the initial text types; additional analysis only has to be performed
if new text types are considered. Thus, where the initial acquisition phase is
executed carefully, this large e�ort only has to be performed once, and pays o�
in later use and reduced maintenance costs.

Concerning the nonlinguistic resources we noted the following: Since the ab-
stract technical model describes general domain knowledge, it will only change as
much as the understanding of the technical foundations as such changes. In other
words, only if the company's know-how on technical matters undergoes substan-
tial transitions will the abstract technical model have to be modi�ed. Hence,
the maintenance e�ort for this knowledge can be neglected, even in the most
innovative companies. In contrast, the product speci�c knowledge base is subject
to frequent change. To reduce maintenance e�orts and to assure consistency, the
maintenance of the product speci�c knowledge should at best be carried out
by product engineers as part of their activities during the product life cycle.
Once the underlying product knowledge is modelled in a formal way, changes to
the product can be described formally by the product designer within this for-
mal representation. As all the di�erent realizations and multilingual variants are
generated from this formal representation, the resulting documents necessarily
reect these changes. Thus, documentation will be tightly integrated into the
overall engineering process.
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Current practise in industrial companies, however, somewhat blurs this vi-
sion: In early stages of the product life cycle, design decisions are frequently
not formalized, and product (knowledge) modelling begins only at a later design
phase in combination with the de�nition of the geometric model. As a conse-
quence, the output from this phase|in the worst case only technical drawings|
does not reect the motivations underlying certain design decisions (e.g. func-
tional requirements). But these decisions and reasons are relevant for later stages
like production planning. We believe that modelling this knowledge right from
the start of the design phase and generating the documentations automatically
would considerably improve the cooperation between di�erent departments and
engineers of a company.

In brief, the costs of building and maintaining knowledge bases mainly stem
from the product speci�c knowledge base, since it is subject to frequent change,
whereas all other knowledge bases stay constant over long periods of time. How-
ever, even the costs of maintaining product speci�c information can be signif-
icantly reduced by integrating this process into the product life cycle and the
operating environment of product engineers.

5.3 A Practical Solution: The Authoring Tool

We noted that the main maintenance e�ort concerns the product speci�c knowl-
edge. This calls for an optimization of the management of this resource. One
way to achieve this is by integrating the maintenance task into the product life
cycle, and by ascribing this task to product engineers and designers. Since they
are usually not familiar with techniques for knowledge representation, this task
has to be supported by special tools for the addition and modi�cation of prod-
uct knowledge. In an ideal case, these tools are integrated into software systems
which are already in use (like engineering data managements (EDM) systems or
CAD-software). In addition, the �nal creation of documentation should be sup-
ported by an authoring tool (which could be used, for instance, by the technical
editors), where knowledge specifying the content of a particular document can
be selected and combined into an abstract representation of that document.

In a follow-up project to TechDoc, a prototypical document workbench has
been realized which provides interactive support in managing knowledge bases
and creating documents [Grote et al., 1997]. The three main components of this
workbench are an authoring tool for the interactive planning and structuring
of a document, a document generator which takes this speci�cation as input
and generates formatted multilingual documents, and a module to administer
knowledge bases and support the integration of existing resources.

The interactive creation of a document using the document workbench is
performed in the following way: The starting point is an abstract skeletal plan,
which represents the macrostructure of the desired text type. Optional elements
have to be selected by the author, while the system provides the obligatory
elements. These are then successively speci�ed and re�ned by the author, draw-
ing on various knowledge sources. By selecting the desired content from the
knowledge bases the author creates an instances of a plan, which is fed to the
multilingual generation system (TechDoc) for realization.
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6 Discussion

Most of the work relevant to our approach falls into one of the following three
categories:

{ theories and tools for (multilingual) natural language generation,
{ work on instructional texts, especially in technical documentation,
{ sharable and reusable knowledge sources.

Some of the results of other projects have been directly integrated into our work
either as components (e.g. the Penman grammars for surface generation) or as
part of the theoretical framework (e.g. RST or description logic). In the following
we will discuss commonalities and di�erences with our work.

Multilingual text generation. Early work on natural language genera-
tion from conceptual structures has already demonstrated the feasibility and
attractiveness of multilingual delivery of knowledge structures [Goldman, 1974].
Nevertheless, multilingual generation has only recently received broader atten-
tion in the natural language generation community. This may be partly due to
the fact that in a generation system with a single target language (i.e. English
in many cases), issues of language independence of the semantic representations
do not play such a decisive role.

There are a number of applications other than technical documentation in
which the use of multilingual generation as an alternative to (human or ma-
chine) translation of the respective texts is both attractive and feasible, e.g.
generation of weather reports (in English and French) from meteorological data
or generation of statistical reports from a body of statistical data (cf. e.g.
[Bourbeau et al., 1990]). These successful applications have in common the fact
that the domains of discourse are rather limited and therefore there is no need for
elaborate modelling. Further, the `raw material' for generation can be obtained
by evaluating the data. In short, the aspect of domain modelling is an issue which
has so far received only little attention in the area of multilingual generation;
an issue, however, which is central to the generation approach pursued in the
TechDoc project.

Generation of instructional text. Other projects in the generation of
instructional text are more elaborate in some specialised topics. But to our
knowledge, none of them aims at such an integrated and holistic treatment of
document generation as we have proposed, covering aspects of generation with
the same e�ort as those of knowledge acquisition, knowledge representation and
knowledge sharing and reuse.

The projects wip [Wahlster et al., 1993] and ppp [Andr�e et al., 1996], for ex-
ample, which aim at the automatic generation of multimodal technical docu-
mentations, have developed sophisticated techniques for coordinating text and
graphics. Even though there exists a multilingual version of the system, they
have payed only little attention to issues of generality in domain modelling and
to reusing or extending the knowledge bases.

drafter [Paris and Vander Linden, 1996] is another project in automatic
generation of multilingual instruction texts that employs support for authoring.
Their emphasis has been on the role of the technical author in the production
of technical documentation and on providing tools for drafting document struc-
tures. Only recently have they given more attention to issues and principles of
domain modelling.
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Multi-purpose generation of personalised patient instruction and information
is the aim of the healthdoc [DiMarco et al., 1995] project. They try to avoid
domain modelling and start generation as a selection process from a so-called
`master document' already geared towards English as a target language. It is
di�cult to interpret this structure as formal knowledge representation and to
imagine that it could serve as a basis for multilingual generation.

Knowledge representation. The need for reuse and exchange of knowledge
bases has led to a number of research projects and standardisation e�orts. An
example of the latter is work on KIF [Genesereth and Fikes, 1992], a knowledge
interchange format that serves as interlingua for the translation between di�erent
knowledge representation formalisms, and thus supports the incorporation of
existing knowledge bases into other knowledge sources.

Ontologies [Uschold and Gruninger, 1996] are an attempt to ease the con-
struction of knowledge based systems by providing reusable knowledge sources
about recurring topics. Some ontologies are now available in the ontology library
[Gruber, 1993]. We are investigating how to make better use of these resources
and how sources taken from this library may be harmonised with our abstract
technical model.

On the other hand, our approach to knowledge acquisition through the anal-
ysis of multilingual documents guided by abstraction principles may very well be
interpreted as a methodology (among others) for the principled construction of
ontologies. However, one needs to employ (semi-)automated tools for that task
in in order to reduce the costs of building knowledge bases. There have recently
been e�orts on knowledge acquisition by constructing semantic knowledge bases
(ontologies) semi-automatically, primarily within the PANGLOSS project on
knowledge-based machine translation [Knight and Luk, 1994]; and, in the area of
knowledge based systems, on terminology extraction [Dagan and Church, 1994],
[Justeson and Katz, 1995]. E�orts within the natural language generation com-
munity on knowledge acquisition are described in [Reiter et al., 1997] and
[Paris and Vander Linden, 1996].

7 Conclusions and Future Work

We presented a novel approach to knowledge management by

{ introducing the notion of documents as views on particular knowledge struc-
tures in a particular context;

{ describing techniques for the acquisition of knowledge contained in docu-
ments;

{ illustrating how to create knowledge bases which can be used for automated
document generation and which are reusable for other applications (e.g. qual-
itative simulation of actions proposed in a plan);

{ presenting suggestions on how to integrate such an approach into the engi-
neering process and discussing potential consequences for the whole product
life cycle.

The development of our work has continually been accompanied by and
has pro�ted from a lot of discussions with experts from companies of various
size (SMEs as well as internationally operating concerns) and from di�erent in-
dustrial sectors. There has been much support and acceptance for the general
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approach but some critical questions raised demand further investigation and
evaluation of the approach `in the �eld':

{ What is the relation between cost and bene�t, i.e. how much e�ort has to be
initially invested into knowledge acquisition before the potential advantages
of such a corporate memory are at least balanced?

{ Will engineers accept the approach and use the authoring tools o�ered?
{ Is convergence and cross-fertilization with other approaches to modelling of
product data and product knowledge (e.g. STEP) possible?

In addition to such evaluation issues, our future work will include investigat-
ing into ways to make the knowledge acquisition phase more e�cient and less
time-consuming, for instance by employing semi-automated tools for the analysis
of large text corpora. Here, we will draw on existing work on terminology extrac-
tion and semantic clustering [Dagan and Church, 1994], [Justeson and Katz, 1995].

Furthermore, future work has to focus on the integration of our approach with
existing engineering data management systems. These systems contain product
knowledge such as geometrical data and con�guration of components, but lack,
for example, knowledge on instructions for use, which are, however, represented
in our approach. Hence, we need to investigate into a tight integration of both
approaches.

A major concern will be if and how our approach will be transferable to other
text types and their underlying knowledge structures. Concerning technical doc-
umentation, this will include further analysis of, for instance, explanatory man-
ual texts (i.e. explaining the normal functioning and usage of technical objects
rather than their repair and maintenance) and guides for trouble-shooting, and
their relation to function models and failure models respectively. Explanatory
texts for use in intelligent tutoring systems (ITS) and for interactive advisory
systems seem to be other promising candidates for further elaboration of our
approach.
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