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Abstract. Dynamic textures are often modeled as a low-dimensional
dynamic process. The process usually comprises an appearance model
of dimension reduction, a Markovian dynamic model in latent space to
synthesize consecutive new latent variables and a observation model to
map new latent variables onto the observation space. Linear dynamic sys-
tem(LDS) is effective in modeling simple dynamic scenes while is hard
to capture the nonlinearities of video sequences, which often results in
poor visual quality of the synthesized videos. In this paper,we propose a
new framework for generating dynamic textures by using a new appear-
ance model and a new observation model to preserves the non-linear
correlation of video sequences. We use locally linear embedding(LLE) to
create an manifold embedding of the input sequence, apply a Markovian
dynamics to maintain the temporal coherence in the latent space and
synthesize new manifold, and develop a novel neighbor embedding based
method to reconstruct the new manifold into the image space to consti-
tute new texture videos. Experiments show that our method is efficient in
capturing complex appearance variation while maintaining the temporal
coherence of the new synthesized texture videos.

Keywords: Dynamic texture synthesis - Dynamic system - Locally
linear embedding

1 Introduction

Dimensionality reduction algorithms has been successfully applied to video anal-
ysis [1-4] for decades. A central difficulty in modeling time series data is in
determining whether the model can capture the nonlinearities of the data with-
out overfitting.

Sotto et al [5] models dynamic textures using a linear dynamic system(LDS),
which was shown to be a promising technique for synthesis and analysis of
dynamic textures. Texture video frames are unfolded into column vectors and
constitute points set in the image space. The analysis consists in finding an
appropriate space to describe the trajectory of the video frames and in model-
ing the trajectory basing on the dynamical system theory. The model allows for
great power of editing and could create new images that were never a part of
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the original sequence. However the visual quality of the output is usually not
satisfactory because of the over-simplified linear model.

Yuan et al [6] extends this work by bringing in a feedback control to turn
the system into a closed loop LDS. The feedback loop corrected the problem
of signal decay, but the problem of blurry synthesized frames is still yet to be
solved.

Che-Bin Liu [7] models dynamic textures using subspace mixtures, which
propose to use Locally Linear coordination(LLC) [8] characterizing image man-
ifolds and generates a much improved result.

Roberto [9] extends the SVD in basic LDS to a tensor decomposition tech-
nique(HOSVD) without unfolding the video frames into column vectors, which
results in models requiring on average five times less coeflicients, while still ensur-
ing the same visual quality.

However, by using either [7] or [9], the visually quality of synthesized video
sequences are still not satisfactory because of the over-simplified appearance
models and observation models.

Ishan Awasthi [10] use nonlinear dimensionality reduction as the appear-
ance model of the input texture video sequence, use a spline to move along the
input manifold and learn the nonlinear mapping from the input to map the new
manifold into the image space. This technique can create realistic new images,
however they are often not visually consecutive when the input sequence com-
prises of relatively random and fast motion.

Here a similar but more formal alternative is suggested. Though we use the
same appearance model, our dynamic model and observation model are totally
different and more natural. Our work also chooses to use manifold based dimen-
sion reduction technique locally linear embedding (LLE) [11] to find the low-
dimensional space. while instead of learning the nonlinear mapping from the
input, we reconstruct the points from the low-dimensional manifold space to
image space through neighbor embedding which was inspired by LLE itself.

LLE is a promising manifold learning method that has aroused a great deal of
extension in machine learning and image processing. The algorithm is based on a
geometric intuitions that points should preserve similar local geometry structure
in both high- and low-dimensional space.

In LLE, the local properties of the data properties are constructed by writing
the high-dimensional data points as a linear combination of their nearest neigh-
bors. In the low-dimensional representation of the data, LLE attempts to retain
the reconstruction weights in the linear combinations as good as possible. After
the nonlinear embedding offers low-dimensional manifold representation of the
texture video sequences, a Markovian dynamic model is used to maintain the
temporal coherence of the low-dimensional series and create a similar manifold
by driving the system with random noise. Then our approach is driven by a key
question: how to map the new manifold back into the image space and constitute
a new texture video. Our technique is inspired by LLE itself and still based on
the assumption that data-points in the low- and high-dimensional space form
manifolds with similar local geometry. Given a low-dimensional point of the new
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manifold, it can be reconstructed basing on a linear mapping that weights its
neighbors from the original manifold. This local geometry is preserved in the
high dimensional space, and since the corresponding high-dimensional represen-
tations of the neighbors are given from the original high-dimensional data points,
the high-dimensional embedding of the point can be estimated.

Our main contribution is to propose a new framework for dynamic tex-
ture synthesis. And what’s more, we develop a novel technique to estimate the
high-dimensional representation of variables in the low-dimensional locally lin-
ear embedding space. Our framework is not available for other existing methods
and is a new strategy for dynamic texture synthesis. The rest of this paper is
organized as follows: section 2, section 3 and section 4 describe the appearance
model, dynamic model and observation model of our framework for dynamic
texture synthesis. The experiment results are presented in section 5. And finally
we conclude the paper and present some future works in section 6.

2 Appearance Model

Suppose there are N points Y = {y:};—1,...n € R” representing the input video
frames which are unfolded into column vectors in a high-dimensional data. The
N points are assumed to lie on a nonlinear manifold of intrinsic dimension d
(typically d < D). Provided that sufficient data points are sampled from the
manifold, each data point y; and its k neighbors are expected to lie a locally linear
patch of the manifold. The local geometry of each patch can be characterized
by the reconstruction weights W = {wy;}+ ;=1 ~, with which a data point is
reconstructed from its neighbors. The weights can be obtained by minimizing
the following cost function.

N N
W)= llye =Y wijue? (1)
t=1 j=1

W is a sparse N x N matrix whose entries are set to 0, if ¢t and j are not connected
in the neighborhood graph, and equal to the corresponding reconstruction weight
otherwise. The minimization is subjected to Zj\;l wy; = 1. The weights can be
solved through constrained least squares, and they reflect the local geometries
relating the data points to their neighbors. Then we need to compute the low-
dimensional embedding representations of the data points so that they can best
preserve the local geometry. Let the low-dimensional embedding coordinates be
X = {x;}+=1...~v € R% d < D. The objective can be obtained by minimizing
the following cost function.

N N
X) = =Y wis | (2)
i=1 =1

The minimization is subject to % Z r; =0and Z vl = 1+ XTX =14, 'is

=1
the identity matrix. The low-dimensional embeddlng can be solved by computing
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the eigenvectors corresponding to the smallest d nonzero eigenvalues of the inner
product (I — W)T(I —W).

3 Dynamic Model

Similar to the Linear Dynamic System [5], automatic regression(AR) model is
used as the dynamic model in our framework to generate the new state vari-
ables while maintaining the temporal coherence. The AR model is based on the
assumption that each state variable in the time series depends on m previous
state variables, here, m = 1.

Given the latent variables X = {z;},=1. ~n C R? d < D obtained from
the locally linear embedding(LLE), the sampling noise v; ~ N(0,Q) can drive
the system matrix A to generate L new state variables X* = {z}}4=1. 1 C R
according to (3). L is usually two times larger than N.

Ty = AIt_l + Vg, U ~ N(O, Q) (3)

System matrix A can be estimated based on the least squares approximation in

(4).
A= Xo.nPinv(X1.n_1) (4)

Also the noise variance @ can be obtained by (5).

Q=rts 3 )"
Ehr— (5)

’
Ty = Tg41 — Al’t

4 Observation Model

Once the new state vectors X* are generated, a novel technique is proposed to
reconstruct the new state variables from the low dimensional embedding space
into the high dimensional image output space. As in LLE, local geometry is char-
acterized by how a variable corresponding a texture frame can be reconstructed
by its neighbors and this property should be preserved in the low-dimensional
space. The property is symmetric, and the reconstruction weights between a
variable and its neighbor in the low-dimensional space should also be preserved
in the high-dimensional space.

For each newly synthesized variable z} in the low-dimension space, like in
LLE, we first need to find its Ko nearest neighbors X; = {z;};=1,.. ko in X
and compute the reconstruction weights of neighbors by minimizing the recon-
struction error.

Ko
e(W) = |lay = > wijay (6)
j=1



Locally Linear Embedding Based Dynamic Texture Synthesis 291

The solution to the constrained least squares problem can be find in [12].

Gy = (i I'T — X,))T(x;I'T — X))

_ G/'r (7)

Wi = FT&;lr
G is local gram matrix regarding z, I' = [1,...,1]T is the vector of ones with
Ko entries, X, is a d x K matrix whose columns are the Ko nearest neighbors

of x}.

Then the optimum high-dimensional representation of x; can be achieved
by the linear combination of the corresponding high-dimensional neighbor Y; =
{ytj}j=1,... ko In Y basing on the reconstruction weights W.

Ko
i =) wijyy (8)
j=1

The complete framework of our algorithm is summarized as Algorithm 1.

Algorithm 1. Locally Linear Embedding based Dynamic Texture Synthesis

Input: texture video sequence Y
1: FOR each frame {y:}i=1,....n in the input texture video sequence Y’;
2: Unfold it into column vector and find the set of K4 nearest neighbors y;; through
KNN in Y;
3: Compute the reconstruction weights of the neighbors that minimize the reconstruc-

Ka
tion error: (W) = |ly: — 3. wijyei||%;
j=1

4: END;
5: Compute the low-dimensional embedding state variables X = {x¢}¢=1,....n in the
d—dimensional space so that they can best preserve the local geometry by mini-

N N
mizing the cost function defined in (2): e(X) = 3 |lze — 3 wejaes||? ;
t=1 =1

6: Generate L new state variables X* = {x¢}+=1,...,r according to (3);

FOR each newly synthesized variable xj;

8: Find the set of Ko nearest neighbors {x¢;};=1,..., x,, through KNN in X and their
corresponding high-dimensional representation Y; = {y:; },=1,....k,;

9: Compute the reconstruction weights W of neighbors by minimizing the reconstruc-

I

Ko
tion error in 6: e(W) = ||af — 3. wejz;|?;
=1
10: Construct the high-dimensional representation of x; basing on the reconstruction
Ko
weights Wi: yi = > wijyey;
=1

11: END;
Output: longer texture video Y* = {y{ }i=1,...,1;




292 W. Guo et al.

5 Experiments

We have synthesized many dynamic textures using out proposed method.
The inputs texture sequences used in our experiments are from' and DynTex

Fig. 1. The images on the top row are from the original wave sequence. The second
row is synthesized by the basic LDS. The bottom row is synthesized by our method.

Fig. 2. The images on the top row are from the original flame sequence. The second
row is synthesized by the basic LDS. The third row is synthesized by HOSVD. The
bottom row is synthesized by our method.

! http://www.cc.gatech.edu/cpl/projects/graphcuttextures/
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Fig. 3. The images on the top row are from the original sparkle sequence. The second
row is synthesized by the basic LDS. The third row is synthesized by HOSVD. The
bottom row is synthesized by our method.

Fig. 4. The images on the top row are from the original river sequence. The second
row is synthesized by the basic LDS. The third row is synthesized by HOSVD. The
bottom row is synthesized by our method.
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Database [13]. Most inputs videos have resolutions of 150 by 100 and lengths of
60 to 150 frames while the lengths of the outputs sequences were two times or
greater than the original sequences. In our experiments, we set the low dimen-
sion d varying from 10 to 20. The neighborhood size K is between 10 and 20 in
the appearance model and is between 2 and 10 in the observation model.

Fig.1, Fig.2, Fig.3 and Fig.4 shows the synthesis results for four sequences,
each depicting different dynamics, by basic LDS, HOSVD [9], and our method.
The HOSVD based synthesis results are downloaded from?. As can been seen,
the basic LDS method yields blurred images and a decreasing quality as the
synthesized sequence becomes longer. The HOSVD generates improved results
while the visual quality is still not satisfactory. And our method can synthesize
images most similar to the original frames, and like the basic LDS, the temporal
coherence of the synthesized videos is also well guaranteed. What’s more, the
whole synthesis process is simple and in real-time.

6 Conclusions

Inspired by the promising manifold learning method LLE [11], we propose a
new framework for dynamic texture synthesis. We use the LLE to capture the
low-dimensional embedding of the input texture sequences. Automatic regres-
sion(AR) model is then adopted to model the texture dynamics in the low-
dimensional space. And lastly we are inspired by the LLE again and develop a
new technique to reconstruct the high-dimensional embedding of the newly syn-
thesized latent variables. Both the appearance model and the observation model
in our framework are nonlinear and the experiment results demonstrate that
our framework can generate longer and higher-quality dynamic textures than
relevant works.

Some future work will be pursued to make the proposed method more appli-
cable. Though our proposed observation model can ensure higher visual quality
of the synthesized images, the temporal coherence can be hardly maintained as
the synthesized sequence becomes longer. That is because the dynamic model in
our framework is too simple to capture complex temporal variation in the low-
dimensional space. In the future, some other dynamic models may be created or
applied in this framework to achieve more stable synthesis process.
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