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Abstract. Salient object detection, especially for multi-object detection in com-
plex scene, is a very challenging issue in computer vision. With the emergence 
and promotion of somatosensory sensors such as Kinect, RGB-D data jointing 
color and depth information can be obtained easily and inexpensively. This pa-
per focuses on the RGB-D salient object detection. Firstly, the RGB image is 
converted into Lab color space and superpixels are segmented according to col-
or and merged according to depth. Then, color contrast features and depth con-
trast features are calculated to construct an effective multi-feature fusion to 
generate saliency map. Finally, multi-scale enhancement is operated on the sa-
liency map to further improve the detection precision. Experiments on the pub-
lic data set NYU depth V2 show that the proposed method can effectively 
detect each salient object in multi-object scenes, and can also highlight the each 
object entirely. 
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1 Introduction 

The human visual system has the capability to locate the most interest region in a 
cluttered visual scene, this selective attention mechanism allows us to effectively cap-
ture prey and escape predators, which is a very important survival skill for human. Due 
to its biological importance, many research efforts have been made to find the essence 
of attention mechanism. A variety of calculation models are proposed to simulate such 
biological mechanisms in the recent period of time. Visual saliency detection is a very 
important research in the field of visual attention mechanism. Currently, visual saliency 
detection is roughly divided into two aspects. One is using High-level visual prior 
knowledge to mimic human's top-down saliency computational model, whose basic idea 
is firstly to cluster image pixels into block feature, and through some prior knowledge to 
simulate the human eye's ability which can identify different objects. The other is the 
bottom-up detection model based on low-level visual features, whose basic idea is based 
on visual feature of gray, color or direction for forming the feature map of each feature 
dimension and merging into final saliency map. Computing visual saliency has very 
important applications such as image segmentation [1], image classification [2], object 
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recognition [3] and other fields, and can optimize the allocation of various computing 
resources. 

At present, many RGB-D sensors, such as Bumbbee camera, PMD camera, espe-
cially Kinect have been developed. As the perfect combination of visual camera and 
ultrasonic sensor, this kind of sensor can obtain scene and object RGB image and 
depth image simultaneously and is becoming a simple, cheap, convenient environ-
ment data acquisition equipment. Studies have been launched, but mainly focus on 
color RGB-D point cloud data registration [4], 3D reconstruction [5], etc.  

Considering the color and depth information are important external data obtained 
by human vision, RGB-D data will be an important role in promoting research on 
human visual attention mechanism. In most recent years, salient object detection for 
RGB-D data gains much attention. Referring to the working mechanism of the human 
visual system, we propose a saliency calculation framework for RGB-D salient object 
detection. First of all, superpixels are segmented with Lab color and merged with 
depth. Then color contrast features and depth contrast features are calculated and 
fused based on background contrast. Finally, RGB-D image saliency calculation 
framework is proposed and improved with multi-scale saliency enhancement. 

2 Related Work 

Recently, RGB image saliency detection has been studied widely and deeply, in 
which low-level image contrast features play a very important role. The most influen-
tial model was proposed by Itti[6] in 1998, by combining low-level image feature 
such as color, edge and direction etc. and center-surround difference to calculate the 
image salient region. Harel et al. [7] developed Itti method to generate saliency map 
and perform the normalized operation based on graph method. Hou et al. [8] proposed 
a method based on the calculation of the residual spectrum, using the amplitude spec-
trum information generated by the Fourier transform of the image. Achanta[9] pro-
posed a frequency-tuned approach, in which the distance between the image pixel and 
the average values of image are calculated as the pixel saliency. Cheng et al. [10] 
extended color histogram to 3D color space and proposed saliency analysis method 
based on the color region histogram. Perazzi et al. [11] combine color contrast and 
color distribution information for image saliency analysis. Margolin et al. [12]  
proposed a method that combined pattern and color into a model. The above methods 
can get good results when processing simple images. But when dealing with images 
containing complex background and several objects, the detection results are bad. 
Therefore, more saliency factors need to be integrated to solve this problem. RGB-D 
sensors collecting the color and depth information of the scenes at the same time, is 
expected to provide depth saliency factor in addition to color. But in terms of salient 
object detection based on RGB-D data, although several prior works[13-16] aim to 
explore the saliency analysis of RGB-D, they are still at the initial stage. 
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3 RGB-D Salient Object Detection 

3.1 RGB-D Salient Object Detection Framework 

The framework of our RGB-D salient object detection is shown in Fig. 1. For the 
input RGB-D image, firstly converte RGB into CIELab space and normalize depth 
into [0-255], secondly, segment superpixels according to Lab color. Thirdly, consider-
ing each superpixel as a processing unit, calculate the average depth of each 
processing unit and merge Lab-based superpixels according to their difference value 
of average depth(In this paper two superpixel will be merged when their difference 
value of average depth<10). Then, fuse Lab contrast features and depth contrast fea-
tures of each merged superpixel to get the global saliency map, and finally, the multi-
scale enhancement is designed to improve the detection precision. 
 

 

Fig. 1. The framework of RGB-D salient object detection 

3.2 RGB-D Superpixel Segmentation 

Early salient object detection methods are mainly based on pixel or regularized image 
unit, and the detection results is unsatisfied. Current methods based on irregular im-
age unit (superpixel) become very popular, including graph cutting [17], Mean shift 
[18] and SLIC [19], these methods can significantly improve the saliency detection 
results and generate saliency map with high quality. This paper develops graph cut-
ting segmentation [17] to handle RGB-D images, The details are as follows. 
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(1) Convert RGB to Lab color, segment the Lab into several disjoint regions

 according to [17], Where N is the number of segmented region.  

denotes the color feature of ith region, where  denotes the aver-

age Lab color of all the pixels in this region,  is the pixel within the region of , 

 denotes Lab feature vector of pixel ,  is the number of pixel within region

. 

(2) Normalize raw depth data. and mapping the normalization results to the range 
of 0~255. In the segmented regions obtained from (1), calculate the average depth of 

each region , where  denotes normalized depth of p with 

value in [0-255]. 
(3) Merge adjacent segmentation regions when their depth difference<10. And 

then, recalculate the number of regions N, as well as color feature  and depth 

feature . 

3.3 RGB-D Contrast Features 

Contrast is the most important factor in the low visual saliency calculation. Because 
the size of each superpixels segmented above is obvious different, we need to consid-
er the size factor to calculate RGB-D contrast of each segmented region . 

Color Contrast 
Considering the color difference between the segmented image regions(In the Lab 
color space), the distance of between two regions (in depth channel) and the size of 
segmented region, the global color contrast feature of a segmented region is defined 
as follows. 

  (1) 

where  is the color difference between segmented region  and  

(measured in the CIELab color space), the definition as shown in (2). 

  (2) 

 denotes smooth term measuring the distance between the different 

segmented regions of image, which is used to balance the impact of saliency between 
different positions within the image space. 

  (3) 
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where  denotes spatial distance between region  and 

. When calculating color contrast of region, it has a great impact on adjacent 

neighbor regions, on the contrary, it has a little impact on long distance regions. 
 
Depth Contrast 
Considering the depth difference between two segmented regions (in the depth chan-
nel) and the size of the segmented regions, the depth contrast feature of the segmented 
region  is defined as follows. 

  (4) 

where  is the depth difference between two segmented region  and 

 of image. 

  (5) 

 denotes smooth term measuring the distance between the different 

segmented regions of image which is defined as equation (3). 

3.4 Saliency Features Fusion 

When the scene image contains complex background and a variety of objects, it is 
difficult to detect salient objects accurately only use one single cue. Saliency cues of 
both color contrast and depth contrast reflect image saliency from different perspec-
tives. Simple linear fusion may make saliency detection bad[20], so it is necessary to 
design an effective strategy to integrate these saliency cues. In order to highlight each 
salient object uniformly in a complex and multi-object scene, we use the following 
feature fusion approach. 

  (6) 

So far, the saliency map is obtained by multi-feature fusion with both color and 
depth channels. 

3.5 Multi-scale Saliency Enhancement 

Under a single scale, saliency image analysis are often not comprehensive [6,21]. 
When changing the resolution of the image, the image structure will show different 
features, so it is very necessary for saliency analysis under multiple scales.  
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In this paper we use the multi-scale representation of the image to further enhance the 
saliency detection results, and achieve the goal that highlight each salient object un-
iformly. In this paper, we down sample RGB-D images into four different scales.  
Finally, the definition of fusion type of saliency image at multi-scales is defined  
in (7). 

  (7) 

where  are images at different scales, the image of the original scale is  whose 

h=1. 
 
is the saliency detection result in the single h-scale based on 

above section. We normalize , and get the final multi-scale salient object 

detection results. 

4 Experiments and Analysis 

We chose NYU Depth V2 as data set, which is comprised of video sequences from a 
variety of indoor scenes as recorded by both the RGB and Depth cameras from the 
Microsoft Kinect. 

4.1 Comparison of Superpixel Segmentation Results 

In order to evaluate the advantages of superpixel segmentation jointing color and 
depth, we compared graph-cutting based superpixel segmentation on (1) depth, (2) 
Lab color, and (3) depth + Lab. The three segmentation results are shown in Fig. 2. 

It can be seen from the figure that for superpixel segmentation only based on 
depth, the segmented regions are too large, and adhesion appears easily at the bottom 
of objects placed on table. For superpixel segmentation only based on color, the seg-
mented regions almost too small, and the whole object is segmented into many small 
parts, which is called as over-segmentation. Over-segmentation always happens on 
the texture objects such as boxes and right-side cap in Fig. 2. For our RGB-D super-
pixel segmentation, because the combination of both color cue and depth cue, super-
pixels are segmented neither too large nor too small, and the boundary of each object 
is distinct. 

4.2 Salient Object Detection Results 

In order to evaluate the advantages of jointing depth and color data to detect salient 
object, we compared salient object detection at a single scale and at multi-scales re-
spectively based on (1) depth, (2) Lab image, and (3) depth + Lab. The obtained sa-
liency maps are shown in Fig. 3. 

)()(
1

h
original

H

h
final ISIS

=
⊕=

hI I
)( h

original IS

)(IS final



 RGB-D Salient Object Det

           

Fig. 2. Graph-cut based Super
right: raw depth; bottom-left:
bottom-right: segmentation on

As can be seen from F
under a single scale, while
hlighted. (2) Over-segmenta
suppression of background 
object detection jointing co
meanwhile highlight the ou

 

Fig. 3. Salient object detection
top-left: only depth cue, top-m
salient object map with multi-s
only Lab color cue, bottom-rig

tection via Feature Fusion and Multi-scale Enhancement 

       

  

rpixel segmentation on three type of data (top-left: raw RGB, 
 segmentation on depth, bottom-middle: segmentation on L

n Depth + Lab) 

Fig. 3, (1) the result of salient object detection is unsatisf
e after multi-scale enhancing, the object regions are h
ation in saliency map is distinct when only using color c
is not good when only using depth cue. While the sali

olor and depth can detect almost every salient object 
utline of each object. 

  

  

n on three type of data (top: salient object map under single sc
middle: only Lab color cue, top-right: Lab+depth cues. bott
scales enhancement, bottom-left: only depth cue, bottom -mid

ght: Lab+Depth cues) 

365 

 

top-
Lab, 

fied 
hig-
cue, 
ient 
and 

 

 

cale, 
tom: 
ddle: 



366 P. Wu et al. 

4.3 Contrasts of Salient Object Detection Results 

In order to evaluate the proposed salient object detection method jointing depth and 
color cues, we compared our salient object detection results with early work [16]. The 
experimental RGB-D images are chosen form four scenes (including desk, kitch-
en_small and meeting_small, table) from NYU Depth V2. The obtained saliency 
maps are shown in Fig. 4. 
 

 
Fig. 4. Contrasts of RGB-D salient object detection on four type of scenes (top: original RGB 
image; second row: the corresponding depth image; Third row: salient map of our approach; 
bottom: salient map of [16].) 

As we can see from Fig. 4, on contrary, our approach perform better on multi-
object scenes, and detect almost each of the salient objects. While [16] only detects 
one or two objects in the middle part of image. 

5 Conclusion 

In this paper, we propose a multi-feature fusion framework for RGB-D salient object 
detection. As a preprocessing stage, RGB-D superpixels are segmented based on 
graph-cut algorithm. Then color contrast feature and depth contrast feature are ex-
tracted and integrated from each superpixel. Under different scales, multi-scale en-
hancement is designed. The proposed method can produce high quality salient object 
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map which not only highlights each salient object in the multi-object scene, but also 
can effectively alleviate the over-segmentation. 

Because of the complex of the scenes, although our approach can detect almost each 
of the salient objects, but some background is also highlighted. The next step of our 
work is to reduce the impact of complex background and improve detection accuracy. 
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