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Abstract. Sparse representation based classification (SRC) was originally ap-
plied to multiple-training-sample face recognition with promising performance. 
Recently SRC has been extended to face recognition with single sample per 
person by using variations extracted from a generic training set as an additional 
common dictionary. However, the extended SRC ignored to learn a better varia-
tion dictionary and to use local region information of face images. To address 
this issue, we propose a local variation joint representation (LVJR) method, 
which learns a variation dictionary and does joint and local collaborative repre-
sentation for a query image. The learned variation dictionary was required to do 
similar representation for the same-type facial variations, while the joint and  
local collaborative representation could effectively use local information of face 
images. Experiments on the large-scale CMU Multi-PIE and AR databases 
demonstrate that the proposed LVJR method achieves better results compared 
with the existing solutions to the single sample per person problem. 

Keywords: Local variation · Joint representation · Face recognition · Single 
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1 Introduction 

As one of the most visible applications in computer vision and pattern recognition, 
face recognition (FR) has been receiving significant attention in the community [17]. 
In practical FR scenarios such as face identification/verification in uncontrolled or 
less controlled environment [6, 16], there are many problems which have attracted 
much attention of researchers. For instance, face recognition with single sample per 
person is one of the most important FR problems. In the scenarios (e.g., law enforce-
ment, e-passport, driver license, etc), there is only a single training face image per 
person. This makes the problem of FR particularly hard since very limited informa-
tion is provided to predict the variations in the query sample. How to achieve high FR 
performance in the case of single training sample per person (SSPP) is an important 
and challenging problems in FR. 

The performance of FR would be greatly affected by the limited number of training 
samples per person [26]. First, many discriminant subspace and manifold learning algo-
rithms (e.g., LDA and its variants [15]) cannot be directly applied to FR with SSPP. 
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Second, sparse representation based classification (SRC) [12], cannot be easily applied 
to the problem of SSPP, either, since multiple training samples per person are needed to 
well reconstruct the query face. As reviewed in [26], many specially designed FR me-
thods have been developed. According to the availability of an additional generic train-
ing set, the FR methods for SSPP can be divided into two categories: methods without 
using a generic training set, and methods with generic learning.  

The SSPP methods without generic learning often extract robust local features (e.g., 
gradient orientation [10] and local binary pattern [1]), generate additional virtual 
training samples (e.g., via singular value decomposition [25], geometric transform 
and photometric changes [27]), or perform image partitioning (e.g., local patch based 
LDA [23], self-organizing maps of local patches [22], and multi-manifold learning 
from local patches [8]). Although these methods have reported improved FR results, 
they ignored to introduce additional variation information into the single-sample gal-
lery set. Meanwhile, local feature extraction and discriminative learning from local 
patches can be sensitive to image variations (e.g., extreme illumination and expres-
sion), while the new information introduced by virtual training sample generation can 
be rather limited.  

Opposite to the first category of FR with SSPP, methods with generic learning try 
to borrow new and useful information (e.g., generic intra-class variation) from a ge-
neric training set. An intrinsic reason is the fact that face image variations for differ-
ent subjects share much similarity. Since a generic training set could be easily col-
lected, it has been widely employed in [21, 20, 9] to extract discriminant information 
for FR with SSPP. For instance, the expression subspace and pose-invariant subspace 
were learned from a collected generic training set to solve the expression-invariant 
[21] and pose-invariant [9] FR problems, respectively. Deng et al. [3] extended the 
SRC method to FR with SSPP. The so-called Extended SRC (ESRC) computes the 
intra-class variation in a generic training set and then uses the generic variation matrix 
to code the difference between the query and gallery samples. Following ESRC, Zhu 
et al. [16] proposed a block-based method, in which the weight of each block is itera-
tively updated to reduce occlusion affect on the final coding.  

Dictionary learning has been extensively studied in image processing and computer 
vision [14, 24], etc. However, most of the dictionary learning methods for pattern 
classification are conducted on the gallery set with multiple samples per class. How to 
better learn the variation dictionary is still an open question. Recently, Yang et al. [13] 
proposed sparse variation dictionary learning (SVDL) method to learn a variation 
dictionary and then project the variation dictionary to the space of gallery images.  

Although much improvement has been reported, there are several issues remained 
the generic training based methods for FR with SSPP. First, the variation matrix can 
be very big and redundant since many subjects in the generic training set are involved. 
This will increase the computational burden of the final FR algorithm. Second, SVDL 
required that each subject in the generic training set should include the same number 
of variations, which may not be available in practical application. Third, ESRC and 
SVDL both use holistic features which may not effective for facial variation. Al-
though the method proposed by Zhu et al. [16] uses local information, the iterative 
reweighted procedure would need more computation. 

To solve the above mentioned problems, we propose to a local variation joint re-
presentation (LVJR) method for FR with SSPP. In order to better exploit different 
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types of variation information, we learn a compact variation dictionary with powerful 
variation representation ability. In addition, a novel joint and local collaborative re-
presentation model was also proposed for the representation and classification of a 
query image. Extensive experiments have been conducted on the large-scale face 
databases with various variations, including illumination, expression, pose, session, 
and occlusion, etc. The experimental results show that the proposed LVJR achieves 
much better performance than state-of-the-art methods for FR with SSPP. 

Section 2 presents a brief review of related work. Section 3 gives the proposed 
LVJR model. Section 4 describes the optimization procedure of LVJR. Section 5 
conducts experiments and Section 6 concludes the paper. 

2 Brief Review of Related Work 

Recently, sparse representation based classification (SRC) [12], has achieved very 
promising results, which have led to many following works [3, 11]. However, SRC 
cannot be directly applied to FR with only a single sample per person (SSPP). To 
address this issue, Deng et al. [3] proposed to integrate the intra-class variation matrix 
extracted from a generic training set to represent the testing sample. Since our work is 
developed based on ESRC, we give a review of ESRC here. 

Denote the intra-class variation matrix of generic training set by V=[V1, V2, …, Vn], 
where Vi is the ith-type variation matrix, and each column of Vi is the difference be-
tween a ith-type variation sample and a reference. Let G = [g1, g2, …, gc] and y be the 
gallery set with a single sample per person and the testing sample, respectively. The 
procedures of ESRC [3] are described as follows. 

 
1. Sparsely code y on the matrix [G V] via l1-norm minimization : 

[ ][ ] [ ]2

2 1,

ˆˆ; arg min ; ;λ  = − +  y G V
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ρ β ρ β ρ β              
  

(1) 
 

where λ is a scalar constant, ρ is the coding coefficient associated with G, and β is 
the coding coefficient associated with V. 

2. Classify y via 
3.  

( )
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where [ ]1 2
ˆ ˆ ˆ ˆ; ; ; cρ ρ ρ= ρ , and ˆiρ is the coefficient associated with class i. 

 
ESRC has shown interesting results [3], but it doesn’t learn a variance dictionary. 

Recently, Yang et al. [13] proposed a variation dictionary learning approach while it 
needs a strict requirement (e.g., each subject should have the same number of varia-
tions) on the generic training set and ignores to use local region information. 
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3 Local Variation Joint Representation (LVJR) 

In this section, we proposed a local variation joint representation (LVJR) method for 
FR with SSPP. In LVJR, a variation dictionary learning with joint representation me-
thod was proposed for constructing a variation dictionary and a joint and local colla-
borative representation model was proposed for classification. 

3.1 Variation Dictionary Learning with Joint Representation 

Face images from different subjects have a big inter-class similarity. In FR with SSPP, 
we also assume that the face images from different subjects would share similar varia-
tions. This kind of assumption has been applied to FR [21][9] with improved results. 

For a type of variation matrix of a local region, V, we want to learn a variation dic-
tionary D so that joint representation of these variations could be conducted on D. 
Here joint representation requires that the coding coefficients of the variations in the 
same category should be similar. The proposed variation dictionary learning model 
could be written as 

2

2 2,1
min γ− +

D,A
V DA A                        (3) 

where |.||2,1 is defined as ||A||2,1=k||ak||2, ak is the k-th row vector of the coefficient 
matrix A, γ are a scalar variable. The mixed-norm ||.||2,1 requires the between-row 
sparisity by using l1-norm and regularizes the variables in each row vector via l2-
norm, which could make the variation in the same category (e.g., illumination with 
certain direction, certain type of expression) have similar coding vectors. 

3.2 Joint and Local Collaborative Representation 

Based on the learned variation dictionary we could develop a joint and local represen-
tation model to effectively exploit the local information. Let y=[y1,y2,…,yK], where yk 
is the k-th local region of y. Similarly, the variation matrix of a generic training set 
could also be divided into K local regions, and each local region could learn a varia-
tion dictionary, Dk. 

In the joint and local representation phase, we want the coding coefficients of dif-
ferent local regions should be similar because these local regions come from the same 
query image. In order to efficiently solve the joint representation, we adopt l2-norm to 
regularize the coding coefficients inspired by [7]. The proposed joint and local colla-
borative representation model could be written as 

( )2 2 2

1 2
min k

K k k k k k k

k FF
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=
 − + + −  y G D

α
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where ;k k k =  α ρ β is the coding coefficient for k-th local region, kρ is the coding 

sub-coefficient vector associated to the gallery set, kG , and kβ is the coding sub-

coefficient vector associated to the variation dictionary, kD . Here α is the mean 

vector of all kα . 
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When we solve Eq.(4), the classification could be conducted via 

{ }1 2
identity arg min

K k k k k
i k i ik
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kω σ= − − −y G Dρ β , k
iρ is the coding sub-coefficient asso-

ciated to the i-th gallery image, and 
22
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4 Solving Algorithm of JLVR 

4.1 Solving Variation Dictionary Learning 

The model of variation dictionary learning with joint representation could be effi-
ciently solved by alternatively updating the dictionary D and coding coefficient A. 

When the dictionary, D, is fixed, Eq.(3) changes to 
2

2 2,1
min γ− +

A
V DA A                         (6) 

which could be efficiently solved by the Iterative Projection Method [5]. Denote 
Λ=A(t)-(DTDA(t)-DTV)/σ, the solution could be written as 

A(t+1)[k]=Λ[k]⋅Max(0,1-λ/(2σ||Λ[k]||2))                      (7) 

where σ is a scalar parameter in [37], Max(.) is a maximal operator, A(t+1)[k] and Λ[k] 
are the k-th row vector of A(t+1) and Λ in the t+1 iteration, respectively. 

When the coding coefficient, A, is fixed, Eq.(3) changes to 
2

2
min −

D
V DA                            (8) 

which could be efficient solved atom by atom via the metaface learning [4]. 

4.2 Solving Joint and Local Collaborative Representation 

The proposed joint and local collaborative representation model, Eq.(4), could be 
efficiently solved. For each local region, the coding coefficient could be derived  

,0k k kτ= + Pα α α                             (9) 
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And then we could derive  
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Based on Eq.(11) and Eq.(9), we could get an analytical solution of kα . 
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5 Experiments 

In this section, we perform FR with SSPP on benchmark face databases, including 
large-scale CMU Multiple PIE [19] and AR [2], to demonstrate the performance of 
SVDL. We first discuss the parameter setting in Section 5.1; in Section 5.2 we test the 
robustness of LVJR to various variations on CMU Multi-PIE; in Section 5.3, we eva-
luate LVJR on the AR database. 

We compare the proposed LVJR with several state-of-the-art methods on FR with 
STSPP, including ESRC [3], ESRC-KSVD (the variation dictionary is learned via 
KSVD[24]), Adaptive Generic Learning (AGL) for Fisherfaces [18], and Discrimina-
tive Multi-Manifold Analysis (DMMA) [8], Sparse Variation Dictionary Learning 
(SVDL) [13], and some baseline classifiers such as SRC [12], Nearest Subspace (NS) 
and Support Vector machine (SVM). It should be noted that NS is reduced to Nearest 
Neighbor (NN) in the case of FR with STSPP. Among these methods, NN, SVM, 
SRC and DMMA do not use a generic training set, while ESRC, AGL, SVDL and 
JVJR need a generic training set. 

5.1 Parameter Setting 

There are three regularization parameters, γ, λ and μ, in LVJR. γ regularizes the variation 
dictionary learning, while λ and μ controls the l2-norm regularization and similarity of 
coding coefficients in the joint and local collaborative representation. If no specific  
instruction, we fix γ=λ =μ=0.005, and initialize dictionary atom number as 400. 

5.2 Evaluation to Various Variation on CMU-PIE Dataset 

We test the robustness of all the competing methods by using the large-scale CMU 
Multi-PIE database [19], whose images were captured in four sessions with simulta-
neous variations of pose, expression, and illumination. For each subject in each ses-
sion, there are 20 illuminations with indices from 0 to 19 per pose per expression. 
Among the 249 subjects in Session 1, the first 100 subjects were used for gallery 
training, with the remaining subjects for generic training. For the gallery set, we used 
the single frontal image with illumination 7 and neutral expression. The image is 
cropped to 100×82. Here LVJR divided a face image into 2×2 local regions. 
 
1) Illumination Variation: as [13], we use all the frontal face images with neutral 
expression in Sessions 2, 3, and 4 for testing. The generic training set is composed of 
all the frontal face images with neutral expression in Session 1. Table 1 lists the rec-
ognition rates in the three sessions by the competing methods. 

From Table 1, we can see that LVJR achieves the best results in all cases, and 
SVDL performs the second best, followed by ESRC. That shows a learned variation 
dictionary could generate a better performance. SRC does not get good result since 
the single training sample of each class has very low representation ability. DMMA is 
the best method without using generic training set; nonetheless, its recognition rates 
are not high since the illumination variation cannot be well learned from the gallery 
set via multi-manifold learning. 
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Table 1. Face recognition rates on Multi-PIE database with illumination variations. 

Session Session 2 Session 3 Session 4 
NN 45.3% 40.2% 43.7% 
SVM 45.3% 40.2% 43.7% 
SRC [12] 52.4% 46.7% 49.5% 
DMMA [8] 63.2% 55.4% 60.4% 
AGL [18] 84.9% 79.4% 78.3% 
ESRC [3] 92.6% 84.9% 86.7% 
ESRC-KSVD 92.7% 84.9% 86.7% 
SVDL 94.8% 87.7% 91.0% 
LVJR 96.0% 90.9% 92.1% 

 
2) Expression and Illumination Variations: as [13], the testing samples include the 
frontal face images with smile in Session 1, smile in Session 3, and surprise in Ses-
sion 2. In each test, the images in the generic training set include all the frontal face 
images with the corresponding expression and the frontal face image with illumina-
tion 7 and neutral expression in Session 1. The recognition rates of all competing 
methods are listed in Table 2. 

Table 2. Face recognition rates on Multi-PIE database with expression and illumination 
variations. 

Expression Smi-S1 Sim-S3 Sur-S2 
NN 46.9% 28.8% 18.0% 
SVM 46.9% 28.8% 18.0% 
SRC [12] 49.6% 28.1% 20.4% 
DMMA[8] 58.2% 31.5% 22.0% 
AGL [18] 84.9% 39.3% 31.3% 
ESRC [3] 81.6% 50.5% 49.6% 
ESRC-KSVD 85.0% 50.4% 51.2% 
SVDL 88.8% 58.6% 54.7% 
LVJR 93.7% 63.9% 67.6% 

 
We can see that LVJR outperforms all the other methods in all the three tests, with 

at least 4.9%, 5.3%, and 12.9% improvements over the second best, SVDL. That vali-
dates that the local information explored in our proposed LVJR is very helpful for 
final recognition. In addition, all the methods achieve the best results when Smi-S1 is 
used for testing because the training set is also from Session 1. Again, the methods 
using generic training set usually have better performance than the ones without using 
generic training set. 

 
3) Pose, Illumination and Expression Variations: As [13], the testing samples in-
clude face images with pose ‘05_0’ in session 2 and pose ‘04_1’ in session 3, and face 
images with pose ‘04_1’ and smile expression in Session 3 (please refer to Figs. 
1(b)~(d) for examples). In each test, the images in the generic training set include all 
the face images with the corresponding expression and pose, and the frontal face im-
age with illumination 7 and neutral expression in Session 1. The recognition rates of 
all competing methods are listed in Table 3. 
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             (a)         (b)      (c)       (d) 

Fig. 1. Face images with pose variations in different sessions. (a) shows the single gallery sam-
ple; (b), (c) and (d) show the testing samples with pose, illumination and expression variations 
in Sessions 2 and 3, respectively. 

Table 3. Face recognition rates on Multi-PIE database with pose, expression and illumination 
variations. 

Pose P05_0-S2 P04_1-S3 Smi-P04_1-S3 
NN 26.0% 8.7% 12.0% 
SVM 26.0% 8.7% 12.0% 
SRC [12] 25.0% 7.3% 10.3% 
DMMA[8] 27.1% 5.3% 11.0% 
AGL [18] 66.7% 24.9% 23.9% 
ESRC [3] 63.9% 31.8% 26.9% 
ESRC-KSVD 67.1% 29.9% 25.6% 
SVDL 77.8% 38.3% 34.4% 
LVJR 80.4% 40.0% 35.4% 

 
From Table 3, we can see that LVJR is still the best methods although the recogni-

tion rates of all methods are not high for big pose variation. This experiment also 
validate that the joint representation of local information on the learned variation 
dictionary could advance the recognition accuracy. We also run the experiments by 
learning a variation dictionary without requiring the representation of variation in the 
same category should be similar, of which the results (e.g., 79.7%, 31.9% and 33.1%) 
are lower than LVJR. 

5.3 Evaluation on Various Variation AR Database 

We then conduct FR with SSPP on the AR database [2]. As [16], a subset of AR con-
tains two-session data of 50 male and 50 female subjects (each person has 26 pictures 
with the normalized size as 165×120) are included in the experiments. For each sub-
jects there are two sessions and for variations (e.g., expression, illumination, disguise, 
and disguise+illumination). Here for each subject, the neutral face image without 
disguise and illumination in Session 1 is used as a gallery image. And the first 80 
subjects are used to construct the gallery set and query set, with the remaining sub-
jects for a generic training set. Here the face images are divided into 7×7 local regions 
and  γ and λ are set as 0.001 and 0.05, respectively. 

The recognition rates of the competing methods for query images from Session 1 
are listed in Table 4. LVJR gets much better performance than all the other methods. 
For instance, compared to SVDL, the improvement for the variation of illumination 
and disguise is nearly 9%, which shows that local information could be effectively 
exploited by the proposed LVJR. 
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Table 4. Recognition accuracy (%) on AR database (Session1) 

Pose Illumination expression Disguise Illumination+disguise 
SVM 55.8  90.4 43.1   29.4 
SRC [12] 80.8  85.4 55.6   25.3 
DMMA[8] 92.1  81.4 46.9   30.9 
AGL [18] 93.3  77.9 70.0   53.8 
ESRC [3] 99.6  85.0 83.1   68.6 
SVDL 98.3  86.3 86.3   79.4 
LVJR 100  94.6 93.1   88.4 

 
We also compare the proposed LVJR with Local generic representation (LRG) [16] 

in Session 1 of AR dataset. Following the experimental setting of [16], the face im-
ages are divided into 4×4 local regions. The accuracy and average running time on the 
same machine are listed in Table 5. LVJR is 25 times faster than LGR but with simi-
lar accuracy. 

Table 5. Recognition accuracy (%) on AR database (Session1) of LGR and LVJR 

Variation Illumination Expression disguise 
LGR 100 (0.53second)  97.9(0.52second) 98.8(0.53second) 
LVJR 100(0.02 second)  98.8(0.02second) 98.8(0.02second) 

6 Conclusion 

In this paper, we proposed a local variation joint representation method, which learns 
a variation dictionary with joint representation and does a joint and local collaborative 
representation. The learned variation dictionary could well exploit the variance infor-
mation in the generic training set while with a small size. And the joint and local col-
laborative representation could fully use the local information of face images. The 
extensive experiments with various face variations demonstrated the superiority of 
LVJR to state-of-the-art methods for face recognition with SSPP. 
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