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Abstract. Several distributed storage solutions that do not rely on a
central server have been proposed over the last few years. Most of them
are deployed on public networks on the internet. However, these solutions
often do not provide a mechanism for access rights to enable the users to
control who can access a specific file or piece of data. In this article, we
propose Mutida (from the Latin word “Aditum” meaning “access”), a
protocol that allows the owner of a file to delegate access rights to another
user. This access right can then be delegated to a computing node to
process the piece of data. The mechanism relies on the encryption of the
data, public key/value pair storage to register the access control list and
on a function executed locally by the nodes to compute the decryption
key. After presenting the mechanism, its advantages and limitations, we
show that the proposed mechanism has similar functionalities to Wave,
an authorization framework with transitive delegation. However, Wave
does not require fully trusted nodes. We implement our approach in a
Java software program and evaluate it on the Grid’5000 testbed. We
compare our approach to an approach based on a protocol relying on
Shamir key reconstruction, which provides similar features.

1 Introduction

Currently, there are several distributed storage solutions that either rely on a
central metadata server used to locate the data replicas or use a peer-to-peer
(P2P) protocol that is suitable for deployment on public networks with nodes
that are not necessarily trusted. When a trusted metadata server is present,
it is relatively easy to manage the access rights [41]; the server checks if the
user is allowed to access the file before distributing the location. In a full P2P
network [38, 25], with untrusted nodes and pieces of data that are publicly ac-
cessible, managing access rights poses a different challenge. The main challenge



is that there are no servers that we can rely on to be in charge of the protocol
for rights management. Additionally, anonymity is a key point since peers are
communicating directly and additional layers need to be in place to guarantee
it. [19]. In this paper, we propose Mutida (from the Latin word “Aditum” mean-
ing “access” and written from right to left), a protocol that focuses on enabling
users to manage access rights in a network of the second category.

In this paper, we consider the files stored on the Interplanetary File Sys-
tem [11] (IPFS), which is a storage solution that relies on a BitTorrent-like [35]
protocol to exchange the files between the nodes and on a Kademlia [39] Dis-
tributed Hash Table (DHT) to locate the different pieces of data in the network.
The essential characteristic of IPFS is that files are immutable and cannot be
modified once they are written.

Using a DHT forwards all location requests through different nodes. There-
fore, any connected node is involved in the routing of requests and can determine
the identifiers of popular files [26]. Additionally, since the storage solution does
not manage any permission and because IPFS does not provide any encryption
mechanism to protect user privacy [47], every user can access all the files stored
in it if the content identifier (CID) is known.

The consequence of this is that any node in the IPF'S network can observe the
DHT requests and access the corresponding files. This illustrates and justifies
the need to manage access permissions in such a network. With Mutida, all users
will still be able to find the files in the network, but only the permitted users
will be able to decrypt the content.

Because of the use of Merkle trees [40] and the use of a root hash as a file
identifier, users of IPFS do not need to trust the storage nodes to be assured
that the retrieved file has not been tampered with. In our protocol, to manage
access rights, we rely on the same level of trust; the exchanged messages are pro-
tected against any disclosure to a third party and are not corrupted on the path.
However, the nodes themselves can be malicious and cannot necessarily behave
as expected. They may go offline with no warning. One essential requirement of
our proposition is that the owner of a file can delegate its access permission to
another user. Similarly, computing nodes should be able to access and decrypt
pieces of data when a user requests them to process their own data.

In Mutida, the files are encrypted before being stored in the distributed data
storage solution. Then, a public Access Control List (ACL) and a local function
that can be executed by each client are used to determine the key required to
decrypt the file. The ACL counsists of key/value storage deployed in the same net-
work. The values are public, and the modifications can be controlled by trusted
nodes or consensus algorithms. We also mention that a detailed security analy-
sis of the proposed mechanism is beyond the scope of this paper. Additionally,
data access revocation is contemplated in Mutida but not guaranteed. Ensuring
revocation in a distributed manner is explored in [32, 14] or legally in [33]. The
main contributions of this article are as follows:

— a method for data access control based on a function executed locally on the
client;



— a delegation mechanism to distribute access rights to users or to the nodes
that we want to allow permission to process the data;

— a performance comparison with a solution based on key splitting, including
the impact of network limitations on each method.

It is the protocol to manage decryption keys and delegations, thought it does
not directly provide functionalities of authentication, authorization verification
or accountability. Our approach uses common cryptographic functions to build
the desired features, and its novelty resides in the way that these functions are
combined to form a new protocol for right management.

The remainder of this paper is organized as follows: In Section 2 we present
the related work. In Sections 3 and 4, we introduce the usage scenarios and the
Mutida model, followed by Sections 5 and 6, where we provide the methodology
and the results obtained. Finally, in Section 7, we present the paper conclusions
as well as directions for future works.

2 Related Work

The majority of the approaches that deal with the problem of managing access
rights in a distributed environment rely on data encryption. This problem is
relevant in a wide variety of domains, such as healthcare [31], data sharing [3]
and administrative environments [17]. Several approaches, including a subset
that is detailed below, can be found in the literature. However, to the best of
our knowledge, none of the proposed methods allows an access right delegation
mechanism in a P2P manner with a specificity to grant compute nodes a tempo-
rary permission to access data on behalf of the user requesting the computation.
In our case, we follow the delegation definition of Gasser and McDermott [21],
which describes the process where a user in a distributed environment authorizes
a system to access remote resources on their behalf. We also highlight that in
most of the works where the file key is exchanged through re-encryption using
a public key, such as [29,30] and [51], the key is generally known by a given
group, and thus, the file owner could give access even without the users consent
or demand.

In 2008, Jawad et al. [29] proposed a solution where files are stored in en-
crypted form. The user must then communicate directly with the owner of the
data to obtain the key. The clear limitation of this approach is that it requires
the presence and simultaneous connection to the network of the owner of the
piece of data and the user wishing to access it. This constraint is present in many
other propositions, as emphasized by Yang et al. [61]. Moreover, sometimes the
key exchange involves a trusted third party [3]. Adya et al. [1] remedied this
constraint by proposing to create a data replica per user. Giving authorization
to a user to access the data entails creating a new replica encrypted with the
user’s public key. As a result, the user and the owner do not have to meet to
exchange keys, but the price to pay is a substantial increase in the use of storage
space.



Another proposal is to manage the keys within a blockchain [54, 10, 52] in-
stead of a trusted third party. For Steichen et al. [54], the blockchain was used
to store the access control list. Storage nodes were responsible for consulting it
before distributing data to the user. The major disadvantage of the approach
was that it assumed that the storage nodes are trusted enough to not deliver
data to unauthorized people. Similarly, Battah et al. [10] proposed the addition
of a multiparty authorization (MPA) scheme, which was also stored in a smart
contract to ensure that a single malicious party could not act alone. The conse-
quence of this scheme was that the whole approach relied on proxy re-encryption
nodes associated with a reputation scheme, as well as shared keys among the
parties where a minimum number must be collected to access the file decryption
key, thus increasing the complexity and time for the exchanges to take place.

To overcome this, Sari and Sipos [51] proposed an approach where data
is encrypted with a symmetric key. This symmetric key is encrypted with the
user’s public key and stored in the blockchain. Xu et al. [60] corrected the trust
problem by not only using the blockchain to store the access control list but
also by implementing the verification of access rights within smart contracts.
The idea is that the nodes of the blockchain come to a consensus on whether a
user can access the requested data and issue them the key. The disadvantages
of such an approach include the induced latency due to the use of a distributed
consensus and the blockchain being an append-only data structure. Thus, it can
be a space problem when access changes regularly: new users are allowed, and
others have their permission revoked. Attribute encryption [58] and proxy re-
encryption [15] are also two other approaches that have been proposed. The first
required complex key management and the second required trust in the machine
that adapted the encrypted data to the user’s key.

Alternatively, broadcast encryption [30] is an encryption technique that con-
sists of encrypting content for a group of users. Each user has a unique set of
keys. A set of keys is used in encryption that allows only a specific group of
users to decrypt the data. This system works well when there are few different
groups and each group has numerous users. In this case, the number of managed
keys is lower than the classic solution using ACLs. In addition, each piece of
data is accessible by a unique group of users, which would lead to the use of a
large number of keys. The main flaw shared by most of these solutions is that
they do not allow permission delegation. A user who has obtained the rights to
the owner’s data cannot authorize a machine to access this data as part of the
execution of a computation. The other limitation is anonymity; access control
lists make it clear who can access what data.

Beyond encryption to manage access rights, some protocols are dedicated to
key management and delegation. Lesueur et al. [36] proposed building a Public
Key Infrastructure (PKI) in a P2P manner. Their protocol relies on key splitting
and partial signatures. This was a major advance in the sense that it enabled
distributed decisions to be made. For instance, nodes can agree to sign the
public key of a new user so that it can be trusted or to sign any request that
requires a consensus, such as a request to access a certain piece of data. The



major drawback of this proposal is that it is difficult to manage redundancy
in key parts and to react when a certain number of nodes leave the network
simultaneously. This idea of distributed signatures was used by Wang et al. [59]
to manage the access rights of data.

Some articles proposed protocols considering specific problems of the right
management in a distributed solution. For instance, Tran, Hitchens and Varad-
harajan [28] considered trusting the nodes because some nodes can act in a ma-
licious way. Similar to our context with data immutability, we have the content
protection of recordable media (CPRM) [23], where the data cannot be modified.
However, the main difference between the protocols is that in our approach, the
access rights should not be given without the request of a user.

Wave [4] is one of the rare protocols that focuses on permission delegation
in distributed applications. The protocol has the specificity that it does not
require any centralization by relying on a blockchain-like solution to store the
access rights. Nevertheless, Wave is more focused on rights management for
applications. In their case, the nodes that provide the service must check if the
client has the right to access a given service. While that is feasible in the service
context, it would be a blocking point for storage components such as IPFS,
meaning that it would need to be modified to verify the rights before delivering
the content. For us, the nodes do not deliver a service besides data, and therefore,
we cannot trust these nodes to manage the rights.

As in our protocol, Wave allows users to create delegation chains with an
anonymity on the created delegations. When a user requests a permission to a
node, the node granting the permission sends a record to the user and stores a
second record encrypted in the blockchain. The external users cannot determine
the permissions by reading the blockchain content, but a specific node to which
the users send the record is able to verify the validity of the chain delegation
from the blockchain. The difference from our protocol and its main drawback
is that the permission check is performed by the node delivering the service.
This difference implies that Wave requires that the nodes delivering the services
be trusted nodes. Some proposals, such as Aura et al [7], used a more straight-
forward implementation using the signature of certificates, similar to what it is
used in Public Key Infrastructure.

Access revocation is also an entire topic to discuss. Revocation has always
been a difficult problem in distributed solutions. One of the best examples of
this is that certificate revocation in browsers trusting different authorities still
does not have an ideal solution [16]. In distributed storage solutions, common
solutions rely on a distributed consensus [34] and generally use a blockchain, but
it is sometimes not enough for a single node to make the decision to deliver the
piece of data to a user. In this case, Schnitzler et al. [52] proposed an incentive
to the nodes to revoke the access and delete the pieces of data when needed, but
it does not guarantee that Byzantine faults are avoided.

In other commercially available approaches for authentication and autho-
rization, such as Kerberos [41] and Oauth [24], the user contacts a server that
delivers a token used to access different services. The server delivering the token



can be seen as an ACL server (similar to the one described in Section 4), and
then the token is used to connect different storage nodes that can send the data.
However, these models imply trust in the server delivering the service.

Finally, some papers focused on the problematic of anonymity. This means
that the nodes should not be able to establish a list of the files a user can access.
Backes et al. [8] proposed such a solution where nodes can only determine if
the user sending a request is allowed to access the piece of data or not, without
revealing any piece of information about the user.

We propose Mutida to fill the gap with a method that allows an access
right delegation mechanism in a P2P manner with a specificity for delegations
to compute nodes that have a temporary permission to access data on behalf
of the user requesting the computation. Our method allows the management,
delegation and revocation of rights over a file in a distributed P2P system. The
goal is to allow the users to recreate all the file keys that they have access to with
a single local function and a key pair. The usage scenarios and assumptions for
Mutida, as well as a detailed model description, are presented in the following
sections.

3 Usage scenarios and assumptions

The first use case we target is a user who stores their own data on their own IPFS
node. Assuming that the user wants to be the only person to access their data,
the right management protocol should protect the data against unauthorized
access and should not have a strong overhead.

The second use case targeted is when the user wants to be able to share the
data with another user. The other user sends a request to the owner to obtain
permission to access the file. The owner accepts the request and enables this
second user to compute the decryption key of the file.

The third use case is a situation where a user that is allowed to access a piece
of data should be able to ask a computing node for processing the data. For this,
the user should be able to temporarily give permission to the compute node to
access and decrypt the file. These two last use cases indicate that the solution
should have a delegation mechanism with the following properties:

i) The owner of a piece of data is the only user who decides which user can

access it.

ii) A delegation can be made only if the user makes a request to the owner to
access it.

iii) Users would be allowed to access a file even if the owner is not currently
connected to the network.

iv) A delegation can be temporarily established from a user to a computing
node.



4 Mutida Model

The Mutida method enables the management, delegation and revocation of file
permissions. The goal is to allow the users to recreate all the file keys they have
access to using a single local function and a key pair (each user possesses a
private key pair Kprivyse, and Kpubyser), with the assumption that the people
we want to exchange with know the Kpubye, value. Additionally, access to a
piece of data must be possible even if the owner of this piece of data is not
online. The solution also allows rights delegation to a third-party node for the
execution of a specific task, such as data processing.

Our solution relies on a global ACL, similar to that of Wang et al. [58], which
consists of key/value storage deployed in the same network. The values are pub-
lic, and modifications are controlled by trusted nodes or consensus algorithms.
This enables us to manage the file permissions without a centralized authority
and even when the file owner is offline. We also rely on two local functions called
ID1 and ID2, which are known by all the peers in the networks and will be
detailed later in this section.

We summarize the assumptions of the Mutida protocol as follows:

i The files are stored in a public server and are publicly available.

ii Each file has a unique identifier: a unique filename or a UUID.

iii Each user has a secret key used as an input of the Mutida “ID” functions.

iv The ACL is centralized or distributed key/value storage. Records can be
read by everybody, but modifications are not possible or are controlled by
the key/value storage.

v The network exchanges are encrypted so that an adversary cannot intercept
the messages and gain unauthorized access to files.

Figure 1 illustrates the network on which Mutida is deployed, with the IPFS
storage system deployed at multiple locations and ACL nodes spread on each
site. We assume that users connect to the closest node to store their files. As
the main advantages of the Mutida approach in comparison with a standard
approach, which consists of encrypting the file key with the public key of each
user that wants access to the file, we can list the following:

i) Deleting a record in the ACL removes the access right for a user and for
the computation nodes to which this right has been delegated. In a version
using more traditional cryptography, this dependency is nonexistent.

ii) It is not possible to give access permission that a user has not requested. In
Mutida, each delegation begins with the exchange of IDs that only the user
receiving the delegation is able to calculate. In contrast, in a more “tradi-
tional” approach, knowing a user’s public key is enough to create a record
in the ACL, and therefore, grant rights. Although this can be overcome by
using digital signatures, our approach integrates this functionality natively.

iii) For the performance of the RSA calculation or what Shamir compared to the
additions of Mutida, in our case, the calculation is limited to a simple addi-
tion, whereas an asymmetric RSA-type encryption requires exponentiation.
Quantitative data to justify this point are presented in Subsection 6.1.



iv) As aresult of using a hash function, we have anonymity in the ACL; it is not
possible from a record to determine which user and which file it corresponds
to. In an approach using “classic” cryptography, there is no consensus to
achieve such functionality.
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Fig. 1: Overview of the Mutida architecture.

4.1 Protocol description

Hereafter, we describe the main operations, as shown in Figure 2, that allow us
to manage the file rights without a centralized authority and leverage from a
distributed storage system. As the main requirements of the proposed protocol,
we highlight the following:

i) The owner of a file chooses who can access it and delegates the right to
selected users.

il) The users that can access a piece of data can temporarily delegate their
access rights to a computing node to execute some calculation.



iii) The owner should not be able to give to a user the permission to access a
file if the user has not requested it.

iv) The allowed user should be able to access a file even if the owner is not
currently connected to the network.

v) The revocation of access rights should also be available, even if not guaran-
teed, despite the nature of the storage solution.

Mutida

Revoke access permissions

e
% [ Delegate access to buyer

File owner

—

T
Delegate access to compute node

L\L‘k-:‘ﬁ,
File buyer _7

Fig. 2: Diagram of possible user actions in Mutida.

Writing a new file. Figure 3 shows the sequence diagram when a user wants to
store a new file. The operation is divided into two phases. During the first phase,
the user determines an encryption key and encrypts the file. The user selects a
random value R,yner, denoted R in the diagram, and computes the key with
the help of a previously agreed ID1 function, as the one described in Equation 1.
In the remainder of this text and equations, we refer to file identification as
“filename” for simplicity, but for implementation purposes, a Universal Unique
Identifier (UUID) of each file should be used.

Because the SHA256 function returns 256 bits, all the computations described
below use binary words of that size. In other words, all the computations are
modulo 22°6. This function is chosen due to its low collision probability and
computing complexity, as we lack a correlation between the input and the output
bits [18, 45].

From the value computed in Equation 1, the final value used as a key for the
file would be according to Equation 2.

ID1(user _private_key, filename) 1)
= SH A256(concatenate(user_private_key, filename, “ID1"))



file_decryption_key = (ID1(owner_private_key, filename) + Rowner) mod 22

(2)

We note that in Equation 1, the value ID1 between quotes corresponds to the
actual word (it is not a recursive function). This string is used to create different
ID functions (ID1 and ID2) where the values are not correlated between them.
These functions are easy to compute [48] by the user who knows the private key,
though they appear completely random to others.

After encrypting the file, the user should store the value Ryyner in the global
and the public ACL (key/value storage). This is the second phase of the op-
eration. Because the ACL is public key/value storage, the ACL key should be
carefully chosen. The obvious solution is to use a couple (“userl”, “filel”), but
this couple has the major drawback of making the system transparent; every
user can determine the files that can be accessed by anybody. To overcome this,
we propose to compute the ACL key using Equation 3. Therefore, an observer
could not determine the user or the file that the record is for.

I1D2(user _private_key, filename) (3)
= S H A256(concatenate(user_private_key, filename, “I D2"))

A signature is also added to the ACL record. It will enable the user to deter-
mine if the stored value has been modified or corrupted when it will be retrieved
and allow verification of the user’s the identity that created this record. The
signature is not stored directly in the ACL because it can break the anonymity
or the privacy of the user. Instead, we perform an XOR operation (noted @)
between the signature and the hash of the decryption key to ensure that only
users who know the decryption key are able to extract the signature.

By computing the encryption key in the aforementioned way, we ensure that:

— If someone reads the public ACL and accesses the value Roner, they cannot
determine the decryption key because they cannot compute the value of
ID1(owner_private_key, filename) without the private key of the user.

— if someone reads the public ACL and knows the decryption key of a file
(because it is allowed to), they cannot determine the private key of the user.

— If someone knows the value of I D2(owner_private_key, filename), they can-
not determine the key for the other files that the user can access.

— It is not necessary to keep a local keystore of all the files that the user has
access to.

In Figure 3, for illustrative purposes, we describe Equation 1 as the function
ID1(owner_private_key, filename). In the figure, userl(owner) creates a new
ACL entry for filel with the value 20, and the file encryption key would be
the value 20 + 4497, where 4497 corresponds to their own /D1 value calculated
using Equation 1. Similarly, the computed value for the ACL using Equation 3
is 2021.
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Accessing a file as an owner. The access of a file as an owner is illustrated
in Figure 4. The operation is divided into 4 phases: retrieving the value stored
in the ACL, computing the decryption key, checking the integrity of the value
retrieved in the ACL, and finally, accessing the file and decrypting it.

To access the file, the user must first retrieve the value stored in the global
ACL. The user first computes the value of the ACL key using
I1D2(owner_private_key, filename) = 2021. Afterward, the node retrieves the
couple of values (Equation 4) associated with the key.

Rowner, signature @ SHA256(key) (4)

With the value Ryyner, the user computes the decryption key with the same
formula as previously presented in Equation 2. This allows us to recalculate all
the keys for the files that we own or have access to without having to store any
additional value locally. Once the user has recalculated the key, they only have
to retrieve the file from the IPFS public storage and decrypt it.

With the decryption key, the user is able to extract the signature from the
value retrieved from the ACL and check if the Royner value is not altered in
the ACL storage system. In other words, the user can check that the computed
decryption key is correct and can retrieve the file and decrypt it.

In Figure 4, userl retrieves the previously stored value in ACL and is able
to reconstruct the key just using this value and the value obtained by their 1D1
function. The same would apply for multiple files, without the need to have a
local keystore for each file that belongs to the user.

Access delegation to another user. The idea of the right delegation is to
enable another user (called “buyer”) to decrypt the file without re-encrypting it
(we restate that IPFS stores immutable pieces of data). Therefore, the user who
gains access to it will have to be able to compute the same decryption key as
the owner, but using their own private key.

To accomplish that, the user has to request access to the data, as shown in the
first phase of Figure 5. The user uses Equation 1 to compute a value that is then
sent to the owner of the file. Because the value is sensitive, as it enables any mali-
cious user who could learn it during the exchange to later be able to compute the
decryption key, the user adds a random number (noted k) to it before sending it.
In other words, the buyer sends the value (I D1(buyer _private_key, filename) +
k) mod 22°¢ to the owner of the file. The value k also enables the protocol to
work in an asynchronous way by posting the request in a public queue that is
processed once the owner of the file is online.

If the owner of the file agrees to give access, they retrieve the ACL value
(second phase) and compute the delta+k value, which is the difference between
the decryption key and the value sent by the buyer (3rd and 5th phases). The
delta value is computed as in Equation 5.

file_decryption_key = (ID1(buyer_private_key, filename)+k+ delta) mod 2*%°

(5)
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In this computation, the owner cannot determine the private key of the user
they give the permission to because of the use of a hashing function and the
random value added to it. The value looks random to the owner, but it can be
computed easily by the buyer. In the same way, the owner cannot use the value
transmitted by the user to access the other files that this user is allowed to access
because the I D1 value depends on the “filename” and the k value is unknown
to the buyer. In the last two phases, the value delta is returned to the user who
removes the random value k, as in Equations 6 and 7

Rypuyer = (delta + k) mod 9256 (©)

Riuyer = (file_decryption_key — ID1(buyer_private_key, filename) — k
+ k) mod 22°°

Finally, the user stores the value Rpyyer in the ACL using the same mech-
anism as previously described, computes the key of the ACL record using the
function ID2 and adds a signature to protect the record against any modifica-
tion.

In Figure 5, we illustrate the file access delegation process where user2(buyer)
sends a request to access filel that belongs to userl(owner), accompanied by
their ID value (3951). To delegate the rights, userl calculates a delta between
the file decryption key and the ID1+k value of user 2 (561). User2 removes the
k value and stores the Rpyyer value (566) in a new ACL entry.

Accessing a file as a delegated user. The user accesses the file using the
same process previously described for the owner, where the single change is the
value that is read corresponding to this user. The user has to read the value in
the ACL, as in Equation 8, and then compute the key with the same formula as
previously presented, where

key = ID1(buyer_private_key, filename) + Rpyyyer. Finally, the user can extract
the signature, verify it and retrieve the file from the IPFS public storage before
decrypting it

ACL(ID2(buyer_private_key, filename)) ®)
= (Rpuyer, signature & SHA256(decryption_key))

In Figure 6 we illustrate the file access by wuser2. The process starts by
recovering the corresponding value in the ACL (566) and adding it to their own
ID1 value (3951), which will result in the decryption key of filel (4517).

Access delegation to a computing node. A specificity of our approach is
that a user can request a computing node to execute a software program that
uses the user’s data. The user can enable the computing node to access the pieces
of data on their behalf to perform the requested computation.
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The ideal approach would be to use fully homomorphic encryption [13] on
the compute node so that the computation will be performed directly on the
Encrypted pieces of data. However, due to the lack of maturity and the need for
an operational solution, our delegation mechanism enables the node to compute
the key and decrypt the pieces of data.

Delegating permission to a computing node is quite similar to delegating
permission to a user. The difference is that instead of storing the value in the
ACL, the user transmits it to the node directly. The idea is that the computing
node does not need to access the files over a long period of time. The computing
node can forget the value once the process requested by the user is terminated.
Additionally, if at any moment there are changes in the permission for a given
file, the same will be replicated for the computing node.

Our protocol does not guarantee that the computing node will delete the
key after the computation is finished. However, to the best of our knowledge,
the only way to ensure that there is no replica of the key is to utilize an en-
cryption scheme that, according to Naehrig et al. (2011)) [44], is “somewhat”
homomorphic, where we would support a limited number of homomorphic op-
erations that can be much faster and more compact than fully homomorphic
encryption schemes. While this could solve the issue of the user knowing the
key, only a fully homomorphic scheme can prevent copies of the unencrypted file
when we want to perform any kind of computation on it. Until this moment,
this kind of encryption scheme is unfeasible due to its poor performance, as in-
dicated by Fontaine and Galand (2011)) [20]. An alternative approach and the
only one that seems feasible at the moment would be to rely on the legal side of
the General Data Protection Regulation (GDPR) as proposed by Kieselmann et
al. (2016) [33] and Politou et al. (2018) [46].

To start the process, the user requests the computing node to send the value
of ID1(compute_node_private_key, filename)+k, where k is a random number.
As in the delegation between two users, the k value prevents any leak of the D1
value and enables the protocol to work asynchronously.

Then, the user computes S according to Equation 9, where Ry yer is the ACL
value for the user. Finally, the user transmits the delta value to the compute
node, as well as the ACL key by performing I D2(user_private_key, filename)
to the compute node.

S =decryption_key — (ID1(compute_node_private_key, filename)+k+ Ryyyer)

(9)

In Figure 7, we illustrate the rights delegation process from user2 to a com-
puting node, where the computing node should use the same entry as the corre-
sponding user. We start by asking for the ID of the respective computing node
(5643) that is added to a random number k to protect the node against any leak
of the ID1 value. Then, Ryyyer is computed, which is obtained by the difference
between the ID1 of user2 and the computing node’s ID1 + k, obtaining (-1554).
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Accessing a file from a computing node on behalf of a user. To access
a file, the computing node will read the ACL value of the user: Rpyyer, then
it computes Equation 10, where S is the value transmitted by the user at the
end of the delegation process. Because the node accesses the ACL value of user
Ryuyer, if the user has their access revoked and the ACL value is deleted, the
computing node cannot compute the key and decrypt the files. We also note that
the delegation is on a file basis. Therefore, the computing node cannot access all
the files the user has access to.

file_decryption_key = I D1(compute_node_private_key, filename) (10)
+ Rbuye'r + S +k
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Fig. 8: Sequence diagram describing the access of the file by a computing node.

In Figure 8, we show the computing node utilizing the previously calculated
Ryuyer,as well as its own I D1 value and the one in the ACL to recalculate the
file key. As in the previous scenarios, the node can verify that the value retrieved
from the ACL has not been corrupted.



4.2 Storage of the global ACL

The main characteristic of the ACL is being global and public. This means that
each node should be able to access the values stored in it. The idea of using a
public Access Control List is not new and it is used in different articles [37,2].
Several implementations can be evaluated to store this Access Control List, such
as Distributed Hash Table (DHT), Blockchain, DNS and Gossip-based systems.
Each of these solutions has some advantages and drawbacks. We attempt to
evaluate them in the following sections.

Distributed Hash Table. A distributed hash table is a key/value data storage
spread among several nodes. The nodes are organized around a virtual ring, and
routing tables guarantee that each value can be retrieved by contacting at most
log(N) nodes (with N, the number of nodes). Different variants of distributed
hash tables exist, such as Chord [55], Tapestry [63] and Kademlia [39], which
attempt to optimize the routing process.

To store our ACL values, a DHT has many advantages. First, it guarantees
that each value can be found by contacting a limited number of nodes, which
leads to good performance. It also has the advantage of evenly spreading the
values among all the nodes of the network. There is no node that stores more
keys, and therefore, has more power to control the network.

However, there are two main drawbacks. The first is a classic drawback of
a DHT; replication is not part of the protocol and should be managed on top
of the DHT. Therefore, there is a risk that some keys are lost when nodes dis-
connect from the network. The other drawback is more important; a node that
is responsible for storing a key can do everything with the key: it can delete it,
modify the value or refuse to serve it to some nodes.

In other words, DHT does not natively support Byzantine faults and mali-
cious nodes [57]. This is important for our protocol because if the owner of a
certain file allows a second user to access it, a new key is inserted in the ACL.
However, if the node storing this value does not let the user access it, it means
that the ACL node has the power to limit the access beyond the will of the data
owner.

Domain Name System. A domain name system [42] (DNS) is a distributed
database specifically used on the internet to associate IP addresses with domain
names. The particularity of the protocol is to use a hierarchical namespace, such
as “key.domain.”.

This hierarchical organization leads to the spread of the workload and storage
among different servers. This protocol has the same drawbacks as the distributed
hash table (DHT), but it proposes a deterministic network routing. It also lacks
automatic reconfiguration in the case of network modification [27]. For instance,
when a node is added, an administrator has to create the DNS records to attach
the new node in the tree. However, in the situation of ACL distribution, this
protocol can be a solution in the case of some trusted nodes managing the top
of the hierarchy, preventing users from being unable to access the records.



Blockchain. Another possible implementation for the key/value storing the
ACL values is to use a public [61] or a private [5] blockchain. Blockchains are
immutable data structures that work only as “append-only”, which is replicated
on all the nodes. Therefore, compared to a DHT, there is no risk that a user
cannot retrieve a piece of data stored in it. In the situation of distributing the
Access Control List, this property is important because it means that all of the
nodes store a copy of it and no node is able to prevent any user from accessing
it.

In addition to the data structure, blockchains provide a consensus algorithm.
Each transaction is validated by a majority of nodes before being added to the
blockchain. Therefore, any action of adding or modifying a value is not taken
by one node in particular. The main drawback of a blockchain is the computing
power to achieve a consensus. To overcome this, some proposals replace the
consensus based on proof-of-work [61] with other types of proof, such as proof-
of-stake [50] and proof-of-authority [6].

Another way to overcome this is to use a private blockchain. A private
blockchain is one where nodes need the permission to participate. The nodes
must be trusted and should not be malicious. The other disadvantage of blockchains
is that no value can be deleted because of the append-only structure of the chain.
Therefore, in our situation, it makes the revocation of access rights impossible.

Discussion. From the previous discussion, the choice to store the global ACL
can be seen in the following order of preference:

i Blockchain is first because of its ability to make the ACL available across
all nodes. It is also possible to deploy a hyperledger on all nodes that would
manage ACLs in public transactions and handle the users who are allowed
to join the network in a distributed way. Traceability can be managed by
private transactions stored on trusted nodes.

ii. DHT is next because of its ability to dynamically adapt to the network. Fur-
thermore, this technology is already used in IPFS. We can imagine deploying
this solution by inserting keys manually into the DHT of IPFS.

iii. DNS is third because of its tree structure and performance. The root nodes
of the tree can be managed by the trusted certifier nodes.

4.3 ACL management

These different systems do not always provide strong consistency. Therefore, two
simultaneous reads on the same record can lead to reading different values if the
record was recently updated. This is particularly true in blockchains when new
blocks have not been propagated to all the nodes or to the DNS when the zone
was not updated on the secondary servers.

We believe this is not a real problem because there is a record for each user.
Therefore, there are no concurrent reads between users. The second reason is
that because data are immutable, ACL records do not vary much. For a user
and a specific file, there are two possibilities: either the record is here and the



user will be able to decrypt the file or the record is not here, which means that
the user’s right has been revoked.

In the worst scenario, the user that just received the permission cannot still
decrypt the file or the user that just saw their permission revoked, though they
can still access the file. There is no situation where the user computes the wrong
key.

The second point is the security of the ACL. We previously described how a
signature can help to determine if the record was tampered with, but it does not
prevent tampering itself. There are two ways of managing this. If right revocation
is not wanted, the ACL storage system can be a system in append-only mode.
Therefore, no modification of the ACL is needed.

Otherwise, there must be a trust between the user and the ACL storage
system that will need to verify some permissions. A simple way to manage the
permission is to use a token that will be specified at the creation of a record and
that must be given to delete it.

5 Methodology

An implementation of all the necessary Mutida components described in the
previous sections is performed in Java Spring Boot. We rely on the standard
MessageDigest library and SH A — 256 for the I D(user, filename) function im-
plementation. Each client is composed of a REST API with all the encryption,
file and ACL endpoints, as well as an IPFS [49] peer for data storage. The plat-
form is deployed using Kubernetes [56], where all the nodes allocated form a
single cluster. This is illustrated in Figure 9.
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Fig.9: Deployment of the solution in a Kubernetes cluster.



A single client is always hosted on the same physical node (co-located) using
deployment constraints. The tests are carried out using the Gatling [22] software
program, which sends requests to the aforementioned API. For all the propo-
sitions, the currently-implemented ACL mode is the replication mode, where a
copy of the ACL’s changes are sent in parallel to all nodes, and we wait for the
responses in a synchronous way.

To evaluate the method, we propose three different scenarios: i) the first
scenario entails evaluating the ACL without the impact of the data transfers
and network exchanges, ii) the second scenario entails considering the network
(i.e., data exchanged among different users) while keeping a uniform data access
distribution, and iii) the third scenario is where we take a more realistic file
distribution into consideration. In summary, we can describe the test scenarios
as follows:

— scenario i: We encrypt data, create ACL entries, send files and access them
locally, i.e., no data sharing with other users. The goal of this test is to
evaluate the Mutida overhead in comparison with Shamir without the impact
of the data sharing. In this scenario, 4 clients write n files; afterwards, the
same 4 clients read them locally.

— scenario ii: We encrypt data, create ACL entries, send files, delegate rights
to other users, and they access the files using the delegated values in the ACL.
The goal of this test is to evaluate the total time impact that the Mutida
approach would have in a complete scenario, including the data transaction.
In this scenario, 4 clients write n files, and then 4 other clients read them.

— scenario iii: It is the same as scenario ii but follows a ZipF distribution [62]
for files being accessed, where some files are more searched than others. The
goals are the same as those from Scenario ii but rely on a more realistic file
access distribution. In this scenario, n files are written on a single client and
3 different clients perform 100000 reads among these pieces of data

These scenarios are evaluated in the “Gros” cluster of the Grid’5000 plat-
form [9], located in Nancy, France. The cluster is composed of 124 Intel Xeon
Gold 5220 18 cores/CPU, SSD storage and is interconnected with a 2 x 25 Gbps
network. To keep the scenarios closer to what would be a transfer occurring on
the internet, we limit the network communication among different clients to 100
Mbps for Scenarios ii and iii. For each experiment, we allocate one dedicated
machine per client and an extra one where Gatling, the certificate authority and
the bootstrap for IPFS are hosted. In all cases, we consider that the managed
files all have the same size of 1 MB. Each experiment was run 5 times to obtain
consistency in the results.

As a base method for comparing the Mutida proposal, we rely on two different
approaches. The first one is called classical encryption, and the second one is
based on Shamir’s secret sharing algorithm [53]. Details about how each of these
approaches works and how they are implemented are described below.



5.1 Classical Cryptography

The first alternative that we explore is called classical cryptography. It consists
of encrypting the file key with the public key of the user. We want to share
the file with and include it in the public ACL (instead of the ID1 approach
previously presented and used by Mutida). The comparison with this approach
is restricted only to a first set of tests, where we compare the performance of
each operation. We opt to use Shamir as a base comparison method because its
additional functionalities (previously detailed) are closer to those in Mutida’s
method.

5.2 The Base Comparison Method - Shamir’s Secret Sharing

As a base method for comparing Mutida in the previously presented scenarios,
we rely on Shamir’s secret sharing algorithm [53], which is one of the classi-
cal methods to secure a secret in a distributed way. The algorithm consists of
splitting an arbitrary secret .S into N parts called shares, and then distributing
them among different peers. Among N parts, we can affirm that at least K is
necessary to reconstruct the original secret S. We use this algorithm to split the
decryption key of the files into multiple parts that are kept by different nodes.
This way of sharing a secret enables us to ensure that a single malicious peer
will not be able to reconstruct the secret (given thatK > 1). The CodeHale?
implementation of Shamir’s operations is the one used in the experiments.

In Figure 10, the file is encrypted using a symmetric key. Then, the key is split
into several parts that are spread among different ACL servers. The ACL servers
also keep track of the users who are allowed to access the file. In Figure 11, we
show the process to read a file, where the user has to contact different servers.
Each server independently checks the user’s permission before sending the key
part. Then, when enough key parts are retrieved, the user can reconstruct the
key and decrypt the file. This method is used in the next section to evaluate the
performance of the proposal even if the security provided is different.

6 Results Evaluation

In this section, we start by presenting a brief comparison in a single node of each
one of the operations that the protocol requires, compared to a classic public
key encryption of the file key to highlight the protocol performance without any
data exchange. Furthermore, we show a fully deployed solution for the three
aforementioned scenarios and how to perform the Mutida method compared to
a Shamir-based approach on those scenarios. The choice to use the Shamir ap-
proach relies on the similar functionalities that the method has, but we must
keep in mind the increased level of security provided by Shamir during this com-
parison. In other words, if a single share of Shamir leaks, the whole key cannot
be reconstructed. However, in the Mutida case, if one user with permissions on a
specific file sees their private key stolen, the file accesses would be compromised.

* https://github.com/codahale/shamir
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6.1 Method calculation performance

Before evaluating the protocol in a distributed environment, we propose eval-
uating a single node, each operation necessary to accomplish the creation of a
new entry, rights delegation and recalculating the encryption key. In Table 1, we
present the average of 1000 runs for the Mutida approach, Shamir and what we
consider to be classical cryptography.

We can observe that the standard deviation is often close to the average
value (for instance, the time for “creating” in the classical approach with an
average of 123.78 us and a standard deviation of 751.83 us). This imprecision
of the measure is due to the process scheduler of the operating system and the
timescale of the measurements. The total time corresponds to a basic scenario
where a user creates a file, delegates the rights to a second user, and this second
user computes the decryption key to perform a read.

Table 1 shows that the Mutida method is 57% faster than the classical ap-
proach to create a new entry in the ACL, and it is considerably faster to delegate
and recalculate the file key. When comparing it to Shamir, which is used for the
remaining experiments in this paper, we can see that the creation of a new ACL
entry and the recalculation of the key are 80% and 97% faster, respectively, when
compared with the Mutida method.

Operation Mutida Classical Shamir
Time (us)
Avg Stdev|Avg Stdev [Avg  Stdev
Create 53.02 97.28 |123.78 751.83|272.06 199.23
Delegate 10.05 31.91 (1770.82 382.11|N/A N/A
Recalculate|10.57 44.19 [1677.20 317.32|424.89 368.61
Total 73.64 3571.8 696.95

Table 1: Time comparison of each operation for the Mutida, Shamir and classic
cryptography

6.2 Scenario i: No data sharing

We begin by first evaluating how the two evaluated methods compare to one
another with regard to the time spent writing, granting rights and reading a
file stored in the local IPFS node. In Figure 12, we show that the difference in
writing times between the two protocols is not substantial. This is because most
of the time is spent in data transfer and i/o access in both approaches.

In Figures 13a and 13b, we present the time to write and read a new file
using each proposition, without considering the file transfer operations and only
considering the ones concerning the ACL and rights management operations.
The operations that are considered in each case are described below.



When considering the protocol based on Shamir’s method, the operations
are (i) splitting the key, (ii) distribution of the parts on the different nodes, and
(iii) encryption of the file. For reading, the operations are (i) retrieval of the key

parts from the nodes, (ii) reconstruction of the key, and (iii) decryption of the
file.

For Mutida’s method, the operations considered for writing are (i) choosing
a random number K for the ACL, (ii) computing the value of
S H A256(private_key, filename)+ K, (iii) Storing the value K in the distributed
ACL (on the different nodes), and (iv) Encryption of the file. For reading, the
operations are (i) Computing the value of
S H A256(private_key, filename) + K and (ii) Decryption of the file. We note
that the ACL values and the key parts are spread in a synchronous way.
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Fig. 12: Time for each client to encrypt {250,500,750,1000} files, to write them
on their local server and to spread the key parts (Shamir) or the ACL value in
the nodes.

Figures 13a and 13b show the access rights operations for the two solutions.
It is between 5-10 seconds in writing and less than 1 second while reading. This
is an important result because it means that when data are not shared, adding
a protocol to manage access rights does not impact the performance.

In writing, our proposal has the same overhead as Shamir’s solution because
in the two approaches, ACL values need to be spread to all nodes. This network
exchange is the operation that takes the most time and has more of an impact
on the overhead. However, during the reading process, our approach has a lower
overhead than the approach relying on a splitting key. This is because in our ap-
proach, the node only has to perform local operations (retrieving the ACL value
and computing the ID (ID(private_key, filename) value), but in the Shamir
approach, the node has to contact other nodes to retrieve the key parts.
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Fig. 13: Overhead of time due to the access right management.

6.3 Scenario ii: Sharing data with a single user

In this scenario, we evaluate the performance of the delegation of access rights
and the performance when a user reads a file that it is not the owner of and the
data are located in another peer.
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Fig. 14: Time to delegate the rights for the readers

Delegation of the access rights to the readers With regard to Shamir, the
delegation consists of sending a request to the node that has previously written
the file. The node propagates the request to all the nodes to ensure that they can
record the fact that the reader is allowed to retrieve the key parts. In Mutida,
the delegation is the protocol presented in Section 4. It consists of the reader
computing the value ID ID(private_key, filename) and transmitting it to the
node that wrote the file. The node computes the ACL value using its own private
key and propagates this ACL value to all nodes that store it.



In the two propositions, we consider the time to realize the propagation to
all the nodes. The main difference is that in our proposal, we have an extra
exchange because the user has to compute a value that is transmitted to the file
owner. Then, the file owner performs the propagation of the ACL value. This
process is confirmed in Figure 14, which shows that the time to delegate access
rights is more important with Mutida and is linear with the number of files.
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Fig. 15: Time to get the key to decrypt the file.

Reading of the files Figure 15 shows the amount of time that is required to
obtain the key needed to decrypt the file using 4 clients. In Shamir, it corre-
sponds to the time to obtain the key parts from other nodes and the time to
execute the Shamir reconstruction algorithm. In Mutida, it is the time to com-
pute ID(private_key, filename) and to add it to the local value of the ACL.

Despite the less time that rights delegation and key recalculation might take
in comparison with data transfer and more costly network operations, this is
still an important time and cost saving improvement.

6.4 Scenario iii: Real-world use case

In this scenario, each client writes 1000 files. Then, among all the files that have
been written, each client generates 100,000 read requests using a zipf function
(skew = 0.5). The zipf function represents the workload of a “real world” appli-
cation [12,62]. The delegation of access rights is performed during the first read,
only once per couple (client, file). Then, only read operations are performed. The
clients do not store the decryption key of the file recently read and reconstruct
the key for each access.

Table 2 shows that in writing, Mutida is slightly slower than Shamir, but as
shown by the standard deviation, this is not because Mutida is fundamentally
slower; it is because of a lack of consistency in the test execution. Table 2 also
shows that the approach using Mutida takes 8 times longer (1.23s vs 0.16s) to



delegate access rights than the approach using Shamir due to the calculation of
the ID by the buyer and its transfer to the node of the owner.

However, this extra time is compensated by the different reads, since the time
spent to recover the key parts needed by Shamir amount on average to 719.24
s compared to the 4.39 s spent by Mutida. Because some files are read several
times but access delegation needs to be performed once, the total access time
is shorter in the Mutida version than in the Shamir version when considering
the full interaction of write, delegation and read. The average difference when
considering the full scenario is more than 17 times slower (747.37s vs 41.68s) if
we choose the Shamir approach.

Shamir Mutida
Average Stdev Average Stdev
Write ACL [12.03 5.77 124.60 7.98

IPFS |15.54 6.62 [10.50 3.89
Total| 27.57 8.82 |35.10 10.96
Delegation 0.16 0.06 |1.23 0.51
Read ACL |719.24 141.68(4.39 9.15
IPFS |0.40 0.14 ]0.96 0.17
Total |719.64 141.625.35 9.47
Total 747.37 41.68
Table 2: Time (in seconds) of write (1000 operations per client), delegation and
read operations (100000 operations per client).

6.5 Discussion of Results

The conducted experiments show that the amount of time to manage access
rights and reconstruct the decryption keys is very small, leading to a small over-
head. We start by highlighting that the Mutida method has a better performance
when compared to classic cryptography, as well as when compared to Shamir’s
method. It requires less computational resources and has useful features, such as
the impossibility of delegating access rights to a user who did not request it, as
well as the possibility of giving temporary access to a computing node without
adding a permanent record in the ACL.

Our first tests show that the most important overhead is not related to the
computation but is due to the network traffic spreading ACL records between
nodes. Further results show that Shamir and Mutida have a similar performance
in writing a new entry because they execute similar operations, including gener-
ating a random key and propagating the ACL across all nodes. We also observe
that Mutida has a considerably better performance in reading and reconstruct-
ing the file key. This is because the ACL is replicated on all the nodes, so Mutida
is able to compute the decryption key without any network exchange, in contrast
to Shamir, where all the key shares need to be recovered from the other peers.



Soliciting fewer of the other nodes means that it allows them fewer possibilities
to act maliciously.

One of the main drawbacks observed in the method is related to rights re-
vocation, but in this specific structure, it would be the same for all the current
approaches. The difficulty of revoking the rights is related to the storage method
for the ACL records and the use of immutable pieces of data rather than a weak-
ness in the right management protocol.

Finally, we are also able to observe that the largest overhead of the whole
process is related to the file transfer itself. Even if in this first moment we
focus on the delegation mechanisms of Mutida, its performance compared to
other methods from the literature, as well as the additional functionalities and
the anonymization of the rights management, this overhead can make Mutida
suitable for IoT environments that use files of only a few kilobytes [43].

7 Conclusion

In this paper, we introduce Mutida, a protocol to manage access rights in a
distributed storage solution, which allows us to delegate these rights to other
users and compute the nodes.

In comparison to standard approaches, Mutida differs in the following as-
pects: (i) Mutida has the ability to distrust the storage nodes to manage access
rights; (ii) it has a low computational cost; (iii) it has low requirements for the
users that only have to store their key to be able to decrypt all the pieces of
data they can access; (iv) it has the ability to delegate access rights to users
and compute nodes; and (v) it has the ability to remove the rights of compute
nodes when the access rights of the user have been revoked. Additionally, we can
use our approach coupled with a distributed P2P storage system allowing us to
access the files even when the user is disconnected, without having to rely on
them in a centralized server.

We begin by showing the time spent on each individual operation of the
Mutida method compared with Shamir and the classical Public Key Cryptog-
raphy, where Mutida takes almost half of the time in comparison with these
other methods. After we present a quantitative analysis between the Mutida
and Shamir approaches considering three different scenarios, the first scenario
is without data sharing, where we can clearly see the overhead of Shamir, espe-
cially when we want to read a file. After the second and third scenarios where
the data exchange takes place, we see, especially in scenario iii, the difference
in the total time of the file exchange when comparing the two methods, where
Shamir can be up to 17 times slower than Mutida.

As limitations of the protocol, because data are stored in an immutable and
distributed way and despite the rights revocation, there is no way to ensure that
there is no copy of the data stored and that a malicious user that once had access
at some point did not store the keys; the revocation is not guaranteed. Finally,
we aim to continue this work by performing a detailed security analysis of the



proposed mechanism and evaluating the long-term effects of this proposition in
a production environment.
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