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Preface

Software quality assurance (SQA) is a vital and foremost important task to build
robust software and to ensure that the developed software meets the standardized
quality specifications. There are many parameters/measurements used to measure
the quality of the software system. One such measure is the fault-proneness
information of the software modules. The presence of faults not only reduces the
quality of the software but also increases the development cost of the system. Thus,
ensuring lower faults in software system ensures a higher quality of the software.
Software fault prediction (SFP) is one such activity, which is used to predict the
fault-proneness of the software system prior to the testing process. A large number
of software fault prediction models can be found in the literature. Most of these
models have used the historical software data, the previously revealed software
faults, and metric information to predict the fault-proneness of the software mod-
ules. In general, the developed fault prediction model is used to predict that whether
a software module is faulty or non-faulty. This book is focused on exploring the use
of software fault prediction in building reliable and robust software systems. First,
we introduce the basic concepts related to software fault prediction process and
discuss its generalized architecture. We also discuss different types of fault pre-
diction models presented in the literature. Subsequently, we discuss different works
presented earlier for predicting software modules being faulty or non-faulty. At last,
we present an evaluation of different techniques for the software fault prediction
and discuss their results. This book also covers the details of the software fault
datasets and discusses their different issues with respect to software fault prediction.
In addition to various important works reported in this area, some of reported works
in this domain are also summarized. The book has been organized as follows.
Chapter 1 introduces the basic concepts of software fault prediction and various
terminologies. Chapter 2 explains the generalized architecture of software fault
prediction process and discusses its different components. Chapter 3 provides the
details of types of fault prediction models and discusses the state-of-the-art literature
of each model. Chapter 4 describes the software fault datasets and different issues of
fault datasets when building fault prediction models. Chapter 5 presents an
empirical study to evaluate various fault prediction techniques with reference to
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binary class prediction. Chapter 6 presents another study evaluating the techniques
for the prediction of number of faults in the software modules. The book concludes
with Chap. 7, which provides the summary of the discussed works. The primary
contribution of the book lies in presenting a single source of information for
software engineers and researchers for learning about the area of software fault
prediction. The book can also work as an initial source of information for starting
research in this domain. In addition, the book can be useful to the experienced
researchers in getting summary of latest work reported in this area. We are hopeful
that the book will not only provide a good introductory reference but will also give
the readers a breadth and depth of this topic.

Roorkee, India Sandeep Kumar
Jalandhar, India Santosh Singh Rathore
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