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Preface

This monograph presents recent advances in Intrusion Detection System (IDS) using
deep learning models, which have achieved great success recently, particularly in
the field of computer vision, natural language processing, and image processing.
The monograph provides a systematic and methodical overview of the latest
developments in deep learning and makes a comparison among deep learning-based
IDSs. A comprehensive overview of deep learning applications to IDS followed
by deep feature learning methods containing a novel deep feature extraction and
selection and deep learning for clustering is provided in this monograph. Further
challenges and research directions are delivered in the monograph.

The monograph offers a rich overview of deep learning-based IDS, which is
suitable for students, researchers, and practitioners interested in deep learning and
intrusion detection and as a reference book. The comprehensive comparison of
various deep-learning applications helps readers with a basic understanding of
machine learning and inspires applications in IDS and other cybersecurity areas.

The outline of this monograph is as follows:

Chapter 1 describes the importance of IDS in computer networks these days by
providing a survey of a security breach in computer networks. It is highlighted that
deep learning models can improve IDS performance. It also explains the motivation
of surveying deep learning-based IDSs.

Chapter 2 provides all the relevant definition of IDS. It then explains different
types of the current IDS, based on where we put the detection module and based on
the used approach. Common performance metrics and publicly available benchmark
dataset are also provided in this chapter.

Chapter 3 provides a brief preliminary study regarding classical machine learning
which consists of supervised, unsupervised, semi-supervised, weakly supervised,
reinforcement, and adversarial machine learning. It briefly surveys 22 papers which
are using machine learning techniques for their IDSs.

Chapter 4 discusses several deep learning models which contain generative,
discriminative, and hybrid approaches.
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Chapter 5 surveys various IDSs that leverage deep learning models which are
divided into four classes: generative, discriminative, hybrid, and deep reinforcement
learning.

Chapter 6 discusses the importance of deep learning models as a feature learning
(FL) approach in IDS researches. We explain further two models which are deep
feature extraction and selection and deep learning for clustering.

Chapter 7 concludes this monograph by providing an overview of challenges and
future research directions in deep learning applications for IDS.

Appendix discusses several papers of malware detection over a network using
deep learning models. Malware detection is also an important issue due to the
increasing number of malware and similar approach as IDS.

Daejeon, Republic of Korea Kwangjo Kim
March 2018 Muhamad Erza Aminanto
Harry Chandra Tanuwidjaja
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