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Preface

As an implementation methodology of the artificial intelligence, machine learning
techniques have reported impressive performance in a variety of application domains,
such as risk assessment, medical predictions, and face recognition. Due to critical
security concerns, how to protect data privacy in machine learning tasks has become
an important and realistic issue spanning multiple disciplines. An ever-increasing
number of researches have started proposing countermeasures to mitigate the threats
of privacy leaks.

After motivating and discussing the meaning of privacy-preserving techniques,
this book is devoted to provide a thorough overview of the evolution of privacy-
preserving machine learning schemes over the last 10 years. We report these works
according to different learning tasks.

In a learning task, a natural question is how the participants take the advantage
of cooperative learning (Chap. 2) on the joint dataset of all participants’ data while
keeping their data private. Alternatively, besides the basic security requirements, the
participants could suffer some bottlenecks on resources of computation, communi-
cation, and storage. Thus, they can outsource their computation workloads to cloud
servers and enjoy the unlimited computation resources in a secure outsourced learning
(Chap. 3) manner.

Massive data collection required for large-scale deep learning not only presents
obvious privacy issues but also introduces the problems of efficiency and paralleliza-
tion. The framework of distributed federated learning (Chap. 4) is necessary, by which
the optimization algorithms used in deep learning can be parallelized and executed
asynchronously. Moreover, to prevent learning results exposing private individual
information in the dataset, the federated learning algorithm is supposed to achieve
the differential privacy (Chap. 5) which is a strong standard for privacy guarantees
for random algorithms on aggregate datasets.

Nowadays, machine learning classification is used for many data-driven appli-
cations. So, it is important to consider secure inference techniques (Chap. 6), in
which the data and the classifier remain confidential when a user queries a clas-
sifier not owned by him/her. In Chap. 7, we turn to a concrete application, i.e.,
privacy-preserving image processing.
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This book is meant as a thorough introduction to the problems and techniques
but is not intended to be an exhaustive survey. We can cover only a small portion of
works of privacy-preserving machine learning.

Guangzhou, China Jin Li
Guangzhou, China Ping Li
Tianjin, China Zheli Liu
Xi’an, China Xiaofeng Chen

Tianjin, China Tong Li
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