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Preface

Inrecent years, tremendous progress has been made in various intelligent devices and
systems, which can be found in many living scenarios and industrial sectors, including
smartphones, automated vehicles, and collaborative robots, are now part of our lives,
and the proportion will become larger. Therefore, intelligent human—machine interac-
tion which will play an inseparable role has piqued the public’s considerable interest,
and as a result, numerous advanced interaction methods and interfaces are being
investigated to enhance user experience, acceptance, and trust. Visual sensors are
now the most widely used ones due to their low-cost, high-quality, and un-intrusive
characters, resulting in vision-based human activity recognition (V-HAR) becoming
a critical technique for supporting downstream human—machine interaction appli-
cations. On the other hand, the deep learning approaches have achieved significant
progress in many fields, which also promote V-HAR-related research. As a result, this
field is flourished with a multitude of topics and techniques from various perspectives.
This book provides a comprehensive overview of the past and current research studies
associated with various vision-based approaches focusing on human activity recogni-
tion, especially contemporary techniques. It also sheds light on advanced application
areas, and futuristic research topics. This book aims to systematically sort out these
related tasks and applications and introduce the advanced deep learning methods to
help further our understanding of the current state and future potential of the V-HAR
research.

There are a total of 6 chapters included in this book. The chapters cover recent
vision-based studies for various human activity recognition, including hand pose
estimation, hand gesture recognition, head pose estimation, gaze direction estima-
tion, gaze fixation estimation, body pose estimation, human action recognition, body
reconstruction, human attention modelling, and other issues. Chapter 1 gives an
overview of human activity recognition research, which introduces the background
and the taxonomy of the related topics for the V-HAR. Chapter 2 focuses on the
vision-based hand activity recognition, which firstly introduces the depth sensor-
based hand pose estimation leveraging the deep learning approach and presents
the optimization solutions from the multi-scale feature fusion and the multi-frame
complementary perspectives, then an efficient dynamic hand gesture recognition
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approach is discussed. Chapter 3 presents the vision-based facial activity recognition
approaches, where an end-to-end head pose estimation model is firstly introduced,
then a dynamic head tracking system is presented; furthermore, the appearance-
based gaze direction and fixation estimation solutions are also introduced. Chapter 4
discusses vision-based body activity recognition, which includes body pose esti-
mation, action recognition, and reconstruction. The corresponding state-of-the-
art methods are reviewed and summarized. Chapter 5 introduces human attention
modelling, where a context-aware approach is presented to couple with the visual
saliency information of the scenarios. The conclusions and the recommendations for
the V-HAR are presented in Chap. 6.

As a professional reference and research monograph, this book covers multiple
popular research topics and includes cross-domain knowledge, which will benefit
readers from various levels of expertise in broad fields of science and engineering,
including professional researchers, graduate students, university faculties, etc. This
book will help the readers to systematically study the related topics and give an
overview of this field.

The completion of this book owes to not only the work of the authors but also
many other individuals and groups. Special thanks would first go to all our group
members of Automated Driving and Human—Machine System (AutoMan) Lab, espe-
cially Peng Hang, Yang Xing, Chao Huang, Xiangkun He, Shanhe Lou, Hao Chen,
Jingda Wu, Yiran Zhang, Yanxin Zhou, Xiaoyu Mo, Tianchu Su, Wenhui Huang,
and Haohan Yang, for their generous assistance. We are grateful to all members of
the Rehabilitation Research Institute of Singapore (RRIS) and the Continental-NTU
Corporate Lab, Nanyang Technological University, for the constant feedback and
support to this work. Then, we thank Jingying Chen and Sivananth Siva Chandran
in the publication team at Springer for their assistance. Finally, sincere thanks to our
beloved families for their consideration as well as encouragement.

Research efforts summarized in this book were supported in part by the A*STAR
Grant (No. W1925d0046) of Singapore, National Key Research, in part by the
Alibaba Innovative Research Program and the Alibaba—Nanyang Technological
University Joint Research Institute (No. AN-GC-2020-012), and in part by the
RIE2020 Industry Alignment Fund-Industry Collaboration Projects (IAF-ICP)
Funding Initiative, as well as cash and in-kind contributions from the industry
partner(s).

Singapore Zhongxu Hu
March 2022



Contents

1 Introduction ........... ... .. . . . .. 1
1.1  Background of Human Activity Recognition ................... 1

1.2 Commonly Used Sensor Types ...........ccoiiiiiiiinneann. 3

1.3 Taxonomy of Vision-Based Human Activity Recognition ......... 4

1.4 Summary .. ... 9
References . ............uuun 10

2 Vision-Based Hand Activity Recognition .......................... 13
2.1 IntroducCtion .............ieiiiit 13
2.1.1 Hand Recognition with Marker ........................ 15

2.1.2 Hand Recognition Without Marker ..................... 16

213 Summary ... 22

2.2 Depth Sensor-Based Hand Pose Estimation .................... 22
2.2.1 Neural Network Basics ........... ..., 22

2.2.2 CNN Model for Hand Pose Estimation .................. 24

2.2.3  Multi-scale Optimization ..............c.ccoiiieeennnn... 35

2.2.4 Multi-frame Optimization ...................cc..ouu... 39

2.3 Efficient Dynamic Hand Gesture Recognition .................. 44
2.3.1  Pre-processing . ....oouuiiiti i 46

2.3.2 3D CNN-Based Network Structure ..................... 47

2.3.3 Architecture Optimization ....................c.c.uuuu.. 48

2.4 SUMMALY ..ottt e e e 51
References . ...........uuuuun 52

3 Vision-Based Facial Activity Recognition ......................... 57
3.1 Introduction ..............iiii 57
3.2 Appearance-Based Head Pose Estimation ...................... 59
3.2.1 End-To-End Head Pose Estimation Model ............... 60

322 Model Analysis .........ooiiiiiiiiiiiiiiiiiiiii 63

323 SUMMAry ...ttt 67

3.3 Dynamic Head Tracking System ................ ..., 67
3.3.1 Vision-Based Driver Head Pose Tracker ................. 69

vii



viii

Contents

3.3.2 Model Analysis ........oiiiiii 72

333 Summary ... 76

3.4 Appearance-Based Eye Gaze Estimation ....................... 77
3.4.1 Gaze Direction Estimation ............................ 78

3.4.2 Gaze Fixation Tracking ........... ... ... ... .. ... 80

3.5 SUMMATY .ot 84
References .........iiiiiii 85
Vision-Based Body Activity Recognition .......................... 89
4.1 Introduction . ..............euunn 89
4.2 Vision-Based Body Pose Estimation ........................... 91
4.2.1 Top-Down Methods for Pose Estimation ................. 92
4.2.2  Bottom-Up Methods for Pose Estimation ................ 95
423 Common Datasets ..............ccciiiiiniiinenaann.. 97

4.3 Vision-Based Action Recognition ............................. 97
4.3.1 Spatial-temporal-Based Action Recognition ............. 98
4.3.2 Skeleton-Based Action Recognition .................... 100
4.3.3 Common Datasets ............oooiiiiiiiiiiiiinnnnn... 101

4.4 Vision-Based Body Reconstruction ........................... 101
4.4.1 Model-Based Reconstruction .......................... 102
4.4.2 Fusion-Based Reconstruction .......................... 103

4.4.3 Neural Rendering-Based Reconstruction ................ 104

45 SUMMATY .o ettt et et e et et e e e 104
References ........... i 105
Vision-Based Human Attention Modelling ........................ 109
5.1 IntroducCtion . ...........eiiiiiiii 109
5.2 Visual Saliency Map Estimation ..................ccooiivia... 110
5.3 Context-Aware Human Attention Estimation ................... 112
5.3.1 Methodology ..........oouiiiiii 112

5.3.2 Model Analysis ... ......uuuiiiii 113

54 SUMMATY ..ottt 115
References . ..........uuuuuun 116
Conclusions and Recommendations .............................. 119
6.1 Conclusions . ..........iiiii 119

6.2 Recommendations . ............uoiuuiuiinieia .. 120



Acronyms

2D
3D
Al
AKF
AR
BDD-A
BP
CC
CNN
CRF
CRNN
DC
DL
DT
ECG
EEG
EMG
ERF
GAN
GNN
HAR
HCI
HCPS
HOG
HRNet
IG
IMU
IR
KD
KF
KL

Two-Dimensional
Three-Dimensional

Artificial Intelligence

Adaptive Kalman Filter
Augmented Reality

Berkeley Deep Drive Attention
Back Propagation

Correlation Coefficient
Convolutional Neural Network
Conditional Random Field
Convolutional Recurrent Neural Network
Deep Convolutional Neural Network
Deep Learning

Decision Tree
Electrocardiogram
Electroencephalogram
Electromyography

Effective Receptive Field
Generative Adversarial Network
Graph Neural Network

Human Activity Recognition
Human Computer Interaction
Human—Cyber—Physical System
Histograms-Oriented Gradients
High-Resolution Representation Network
Information Gain

Inertial Measurement Unit
Infrared

K-Dimensional

Kalman Filter

Kullback-Leibler



KNN
LSH
LSTM
MAE
MHI
MLP
MRF
MSE
NAS
NeRF
NLP
NN
NNb
NSFC
NSS
NYU
PIFu
RelLU

RGB
RGB-D
RNN
RPN
SAE
SIFT
SMPL
SSC
ST-ViT
SURF
SVM
SVR
T-ViT
V-HAR
VR
WoS

Acronyms

K-Nearest Neighbors

Locality Sensitive Hashing

Long Short-Term Memory

Mean Absolute Error

Motion History Image
Multi-Layer Perceptron

Markov Random Fields

Mean Square Error

Neural Architecture Search
Neural Radiance Field

Natural Language Processing
Neural Network

Nearest Neighbor

National Natural Science Foundation of China
Normalized Scanpath Saliency
New York University
Pixel-aligned Implicit Function
Rectified Linear Unit

Random Forest

Red-Green-Blue

RGB-Depth

Recurrent Neural Network
Region Proposal Network

Society of Automotive Engineers
Scale-Invariant Feature Transform
Skinned Multi-Person Linear
Similarity Sensitive Coding
Spatial-Temporal Vision Transformer
Speed Up Robust Features
Support Vector Machine

Support Vector Regression
Temporal Vision Transformer
Vision-based Human Activity Recognition
Virtual Reality

Web of Science



	Preface
	Contents
	Acronyms



